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ABSTRACT

Aims. We aim to better characterize the conditions of the solar corona and especially with respect to the occurrence of confined and
eruptive flares. Therefore, we have modeled the coronal evolution around 231 large flares observed during solar cycle 24.
Methods. Using Helioseismic and Magnetic Imager vector magnetic field data around each event, we employ nonlinear force-free
field extrapolations to approximate the coronal energy and helicity budgets of the solar source regions. Superposed epoch analysis
and dynamical time warping applied to the time series of selected photospheric and coronal quantities is used to pin down the
characteristics of the pre- and postflare time evolution, as well as to assess flare-related changes.
Results. (1) During the 24 hours leading to a major flare, the total magnetic energy and unsigned magnetic flux evolve closely with
respect to each other, irrespective of the flare type. Prior to confined flares the free energy evolves more similar with respect to the
unsigned flux than the helicity of the current-carrying field, while it is the opposite prior to eruptive flares. (2) The flare type can
be predicted correctly in more than 90% of major flares when combining measures of the active regions nonpotentiality and local
stability. (3) The coronal energy and helicity budgets return to preflare levels within ≈ 6 to 12 hours after eruptive major M-class flares
while the impact of eruptive X-flares lasts considerably longer. (4) Postflare replenishment times of ≳12 hours after eruptive X-class
flares may serve as a partial explanation for the rare observation of eruptive X-class flares within a few hours.
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1. Introduction

Solar flares and coronal mass ejections (CMEs) are often caused
by the interaction of magnetic field in coronal loops rooted in
regions of strong magnetic field on the solar surface forming ac-
tive regions (for a review see, e.g., Wiegelmann et al. 2014). It
is the motion of their photospheric footpoints that drive the evo-
lution in the corona above (e.g., van Ballegooijen et al. 2014;
Schunker et al. 2019). Flares occur preferentially in regions that
rapidly evolve and/or host complex magnetic field (e.g., reviews
by Schrijver 2009; van Driel-Gesztelyi & Culhane 2009). Corre-
spondingly, large amounts of electric current and magnetic helic-
ity are induced in the solar atmosphere and the coronal magnetic
energy increases. Magnetic helicity is a measure of the topolog-
ical complexity of a magnetic field. In the presence of a flux
rope it quantifies how much the flux rope is internally twisted,
whereas in the presence of a sheared arcade it quantifies how
much it is sheared (e.g., reviews by Démoulin 2007; Pevtsov
et al. 2014; Toriumi & Wang 2019). Being tightly related to the
structural complexity of the underlying magnetic field, the sign
of magnetic helicity unambiguously relates to the sense of the
twist/shear of the magnetic structure, that is, its handedness.

Magnetic energy is released in parts in the process of mag-
netic reconnection during solar flares (e.g., reviews by Priest &
Forbes 2002; Fletcher et al. 2011) and is transformed into ki-
netic and thermal energy. In contrast, magnetic helicity is not
dissipated on time scales relevant for solar flare processes (e.g.,
Berger 1984) and is substantially reduced only when a complex
magnetic field structure is removed from the corona, e.g., via a
CME. One of the key challenges in solar physics today is to un-

derstand the physics of the magnetic field in solar active regions
(ARs), both in space and time, and to use this understanding
to predict upcoming flare/CME activity (for a review see, e.g.,
Green et al. 2018).

At photospheric levels, parameters related to the magnetic
field structure near the flare/CME-associated (core) regions were
found as indicative for upcoming flare activity (e.g., Schrijver
2007; Sun et al. 2015). At coronal levels, a clear correlation ex-
ists between the preflare coronal energy budget and upcoming
flare activity both, in frequency and size (Su et al. 2014). A cer-
tain energy budget, however, seems not decisive whether a flare
will occur, also because only a fraction of it is released during
a flare (e.g., Gilchrist et al. 2012). This necessarily points at a
limited indicative ability of the coronal energy content with re-
spect to the upcoming flare activity of an AR. The numerical
experiment carried out by Pariat et al. (2017) showed that a cer-
tain preflare helicity budget alone is also not a sufficient criterion
for flaring. The statistical analysis of Tziotziou et al. (2012) sug-
gests that it is a combination of sufficient strength and complex-
ity of the coronal magnetic field that relates to enhanced flare
productivity. As suggested from both, numerical experiments
(Pariat et al. 2017) and data-constrained modeling of selected
ARs (Thalmann et al. 2019b), larger preflare coronal budgets of
magnetic energy and helicity, however, do not necessarily result
in larger flares to happen or flares of a preferred type to occur.
Importantly, Pariat et al. (2017) showed that relative measures
of these coronal budgets are more successful in discriminating
the flare potential of ARs, such as the energy ratio (i.e., the ra-
tio of free to total energy) or the helicity ratio (i.e., the ratio of
the helicity of the current-carrying field to the total helicity; for
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details see Sect. 2.2). This suggestion was soon thereafter con-
firmed via a corresponding pioneering data-based studies (e.g.,
Thalmann et al. 2019b).

While the prediction whether or not a flare will occur in an
AR is already challenging, the prediction whether or not it will
be associated to a CME is yet another story. Flares accompa-
nied by a CME are referred to as eruptive, and confined oth-
erwise (e.g., Svestka 1986). The association rate of flares and
CMEs steeply increases with flare size, from ≈ 60% for flares
of Geostationary Operational Environmental Satellite (GOES)
class M3 or larger to ≈ 100% for flares of GOES class X4 or
larger (Yashiro et al. 2005). In this context, it is important to
understand what exactly determines the flare type (eruptive or
confined). Observational aspects at photospheric levels consid-
ered in that context include the flare location within the host
AR (e.g., Wang & Zhang 2007; Baumgartner et al. 2018) and
the structural relationship between the flare site and host AR
(e.g., Toriumi et al. 2017). Today it is generally accepted that
it is in particular the interplay between the strapping field and
the AR nonpotentiality that define flare confinement versus its
eruptiveness in the form of a CME (see the statistical study of Li
et al. (2022), and the recent review by Kazachenko et al. (2022)).
Both, a lower overall strength as well as a sufficiently strong
decay rate with height are often found for ARs that are CME
productive (e.g., Liu (2008) and Wang & Zhang (2007), respec-
tively). Related theory suggests a magnetic flux rope to become
unstable if it reaches a height (the so-called "critical" height for
torus instability) at which the decay rate of the horizontal field
exceeds a critical value (Kliem & Török 2006). Dedicated data-
based statistical studies indeed found corresponding differences
in the magnetic field configurations prior to confined and erup-
tive flares in support of this hypothesis (e.g., Wang et al. 2017;
Baumgartner et al. 2018; Li et al. 2020).

Given that only a fraction of an AR magnetic field is in-
volved in the reconnection process (e.g., Kazachenko et al. 2017;
Tschernitz et al. 2018; Li et al. 2020) it is important to combine
measures that characterize the stability of the magnetic field in
different parts of an AR. Measures involving the magnetic field
of the entire AR (i.e., integrated over the corresponding coronal
volume) include the coronal magnetic energy and helicity (ra-
tio). Measures involving the magnetic field of the host AR on a
photospheric level include, e.g., the photospheric helicity flux. A
measure that involves the magnetic field in a small sub-volume
of the AR, more precisely the field associated to the flare polarity
inversion line is the critical height for torus instability. Recent at-
tempts have studied the accumulated helicity flux (Liokati et al.
2022) or instantaneous coronal helicity ratio (Gupta et al. 2024)
in combination with the critical height for torus instability and
in relation to the CME-productivity of solar ARs. Similar find-
ings were presented, namely that magnetic field configurations
with a higher nonpotentiality are associated primarily to mag-
netic structures with lower critical heights. Most importantly,
the flare type was found to be considerably better segregated in
terms of the critical height.

Here we present an in-depth analysis of magnetic-field re-
lated quantities around large solar flares, that is, of GOES class
M1 or larger. We study the time evolution of the magnetic field
around 231 large flares, to our knowledge the largest number of
flares covered so far by an individual study dedicated to analyze
the flare/CME-associated coronal free magnetic energy and he-
licity budgets in a statistical way. Our main goal is to test whether
these two quantities can provide us with insight into the flare
type in terms of confined versus eruptive. Furthermore, we test
the relation of these quantities with other eruptivity proxies used

in literature, including the mean twist parameter (e.g., Bobra &
Ilonidis 2016), the flux-R measure (Schrijver 2007), and the crit-
ical height for torus instability (Wang & Zhang 2007). Based on
optimization-based nonlinear force-free (NLFF) magnetic field
models we deduce magnetic energy and helicity budgets as well
as related proxies (Sect. 2.2) to study the nonpotentiality of coro-
nal (preflare) magnetic fields. We analyze the preflare coronal
budgets in context with the type of upcoming flaring (confined
or eruptive), and related this also to photospheric proxies of the
AR’s magnetic complexity used in the literature. Using time pro-
files of the deduced coronal quantities we inspect their long-term
evolution (covering up to 48 hours around the flares) with respect
to flare occurrences, applying superposed epoch analysis for this
purpose (Sect. 2.3). The preflare time profiles of deduced coro-
nal quantities are also used to inspect the relative similarity in
time evolution, applying dynamic time warping for this purpose
(Sect. 2.4). Results are presented in Sect. 3, followed by an ex-
tended discussion in Sect. 4 and a summary in Sect. 5.

2. Data and Methods

2.1. Flare sample

We analyze a total of 231 large flares (of GOES class M1 and
above) which occurred during solar cycle 24 and which orig-
inated within 50 degrees to the east or west of the central so-
lar meridian (see Table A1 for details). Those 231 flares orig-
inated from 36 different ARs. For completeness we note that
we investigated 43 ARs during their disk passage in total, yet
not all of them were included in the final analysis due to rea-
sons summarized in the following. Six ARs are not included in
our sample, namely those with the National Oceanic and Atmo-
spheric Administration (NOAA) numbers 11613, 11877, 11884,
and 11900, 11944, and 12173, since their spatial proximity with
neighboring ARs severely hampers the useful definition of a
model field-of-view (FOV). More precisely, in these cases sig-
nificant strong magnetic flux is located near the boundaries of
the ARs’ FOV, a known disadvantage to any attempt of high-
quality coronal magnetic field modeling (e.g., De Rosa et al.
2009). Our sample does also not cover NOAA 11402 the cor-
responding magnetic field modeling was of insufficient quality.
A detailed description of the magnetic field modeling and the
related quality assessment is presented in Sect. 2.2.

The flare-AR associations were established by combining in-
formation of different online sources, including the SolarSoft
Latest events database1 and the Hinode Flare Catalog2. For clari-
fication of flare-CME associations the SOHO/LASCO CME cat-
alog3, as well as the Solar Demon Flare and Dimming detection
service4 were used.

2.2. Magnetic field modeling and helicity computation

In order to study the coronal magnetic field configuration of solar
ARs in space and time we use data products from the Helioseis-
mic and Magnetic Imager (HMI; Schou et al. 2012) on board the
solar Dynamics Observatory (SDO; Pesnell et al. 2012). In or-
der to study the three-dimensional (3D) coronal magnetic field,
we use hmi.sharp_cea_720s data, providing the Lambert Cylin-
drical Equal Area (CEA) projected photospheric magnetic field

1https://www.lmsal.com/solarsoft/latest_events/
2https://hinode.isee.nagoya-u.ac.jp/flare_catalogue/
3https://cdaw.gsfc.nasa.gov/CME_list/
4https://www.sidc.be/solardemon/
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vector within automatically-identified active region patches (Bo-
bra et al. 2014). The spherical heliographic components, Br, Bθ,
and Bϕ (Gary & Hagyard 1990) relate to the heliographic field
components as [Bx, By, Bz]= [Bϕ,−Bθ, Br] (Sun 2013), where x,
y, and z indicate a direction pointing to the solar west, north, and
vertically upwards, respectively. Around the time of registered
large flares (GOES class M1 or larger) we use a 12-min cadence
and use an one-hour cadence otherwise.

The spatial sampling of the CEA vector data is 0.03 CEA-
degrees (corresponding to ∼ 360 km at disk center). For further
analysis, we bin the SHARP-CEA data by a factor of two. These
data are used as input to a nonlinear force-free (NLFF) method
in order to model the 3D coronal magnetic field in and around
the ARs and to compute the instantaneous coronal budgets. We
note here that the inclusion of "more real" information, in the
form of observational data with a finer spatial sampling, does
not guarantee by itself a more internally consistent NLFF solu-
tion (for a comparative study see De Rosa et al. 2009). In par-
ticular, Thalmann et al. (2022) demonstrated that for the opti-
mization method an improved (finer) spatial sampling actually
lowers the final NLFF model quality. Instead, the binning of the
spatial sampling of the CEA input data by a factor of two was
found to result in more satisfactory NLFF solutions, when us-
ing the relatively larger budgets of the coronal free energy and
the helicity of the current-carrying magnetic field as indicators.
It should be noted here that spatial-sampling-induced differences
are relatively small compared to those arising from other sources
of uncertainty, like, the usage of data from different instruments,
the data calibration method used, etc. (for details see Sect. 4 of
Thalmann et al. 2022).

In order to perform the NLFF modeling, we apply the
method of Wiegelmann et al. (2012), that is, we combine the im-
proved optimization scheme of Wiegelmann & Inhester (2010)
and a multi-scale approach (Wiegelmann 2008). In our work, we
apply a three-level multi-scale approach to preprocessed vector
magnetic field data, the latter achieved by applying the method
of Wiegelmann et al. (2006) to the photospheric vector magnetic
field data (using the standard settings as suggested in Wiegel-
mann et al. (2012)). We perform the NLFF reconstruction us-
ing an enhanced weighting of the volume-integrated divergence
(wd = 2 in Eq. (4) of Wiegelmann et al. (2012)) to achieve solu-
tions of sufficient solenoidal quality to be used as input to our he-
licity computation method (for a proof of concept, see Appendix
of De Rosa et al. (2009) and for a dedicated in-depth study, see
Thalmann et al. (2019a)). For each of the individual NLFF so-
lutions, a potential field is computed as a reference, sufficing
B0 =∇ϕ, with ϕ being the scalar potential, subject to the con-
straint ∇nϕ=Bn on ∂V, where n denotes the normal component
with respect to the boundaries ofV. Based on those 3D magnetic
fields, we define the total magnetic energy as E =

∫
V B2 dV , the

potential energy as E0 =
∫

V B2
0 dV , and the free magnetic energy

as EF = E − E0.
Making advantage of the condition Bn =B0,n on ∂V and

the additional constraint that the NLFF and potential field are
solenoidal (i.e., ∇·B = 0 and ∇·B0 = 0), we are able to compute
the gauge-invariant relative helicity (Berger & Field 1984; Finn
& Antonsen 1985) as

HV =

∫
V

(A +A0) · (B −B0) dV , (1)

known to represent a meaningful quantity to compute and track
the time evolution of a magnetic system within a finite model
volume (Valori et al. 2012). In addition, we compute the sepa-
rately gauge-invariant (yet not individually conserved; see Linan

et al. 2018) contributions of the volume-threading and current-
carrying field, following Berger (2003), as

HPJ = 2
∫

V
A0 · (B −B0) dV , (2)

HJ =

∫
V

(A −A0) · (B −B0) dV , (3)

respectively, in order to gain additional information on the time
evolution of the respective nonpotential field, BJ =B −B0. We
obtain the vector potentials A and A0 using the finite-volume
(FV) method of Thalmann et al. (2011). The method has been
tested in a series of benchmark studies where it was shown that
it delivers helicity values in line with that of other tested methods
for various numerical test setups (Valori et al. 2016) as well as
for applications to real solar data (Thalmann et al. 2021).

In addition to the above introduced volume-integrated quan-
tities (also referred to as "extensive" measures), we compute
specific relative ("intensive") measures. These include the (free)
energy ratio (EF/E), the helicity ratio (|HJ|/|HV|), the flux-
normalized helicity (|HJ|/ϕ̃

2) of the current-carrying field, and
the flux-normalized total helicity (|HV|/ϕ̃

2), where ϕ̃ is half of
the total unsigned photospheric flux, ϕm (e.g., Pariat et al. 2017).

The NLFF solutions are required to fulfill certain condi-
tions, above all, to be physically meaningful. This implies, for
instance, E0 < E, so that EF > 0. In practice, nonphysical solu-
tions are sometimes obtained when the coronal magnetic field
is close to a potential configuration. Such NLFF models are ex-
cluded from our analysis. We define the NLFF modeling as suc-
cessful and reliable once the following conditions are met. First,
the NLFF models are expected to deliver a 3D corona-like model
magnetic field with a vanishing Lorentz force and divergence. In
order to quantify the force-free consistency we use the current-
weighted angle between the modeled magnetic field and electric
current density, θJ , (Schrijver et al. 2006). Typically, θJ is in the
approximate range of 10◦ to 30◦. In only one case of our preflare
event sample (SOL2014-12-14T19:25M1.6), actually θJ >30◦
(see Fig. 1). Second, the energy contribution that arises from the
nonsolenoidal component of the magnetic field, that is, from the
finite divergence due to the necessarily limited numerical accu-
racy of the NLFF solution, Ediv, has to be small (for details see
the in-depth study of Valori et al. 2013). In the proof-of-concept

Fig. 1. Preflare NLFF model quality for the 231 large flares under
study. Shown is the relative distribution of the solenoidal energy ra-
tio (Ediv/E) vs. the current-weighted angle (θJ). Stars and circles rep-
resent X- and M-class flares, respectively. Blue/red color indicates an
confined/eruptive flare type.
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(a)

(b)

(c)

(d)

Fig. 2. Time evolution of selected quantities during the disk passage of NOAA 11158. From top to bottom are shown the total helicity (HV), the
helicity of the current-carrying field (HJ), the helicity ratio (|HJ|/|HV|), and the energy correlation (Cerg) of the pair (A,∇×B). (Dis-)Qualifying
values are indicated by (empty) filled black squares. The black curve represents a fitting to the qualifying values onto a uniform (12-min) time ca-
dence. Solid and dashed vertical lines mark the GOES start time of X- and M-class flares, respectively. Blue/red color indicates an confined/eruptive
flare type.

study by Valori et al. (2016), based on solar-like numerical ex-
periments, it was suggested that a value of Ediv/E ≲ 0.08 is suffi-
cient for a reliable helicity computation, reliable in the sense that
the nonzero divergence of the underlying magnetic field model
is not affecting the helicity computation. Correspondingly, we
only consider NLFF solutions with values of Ediv/E ≤ 0.08. The
follow-up study by Thalmann et al. (2019a) suggested an even
lower threshold (Ediv/E ≲ 0.05) regarding solar applications. For
completeness we note here that for most of our preflare NLFF
models (221 out of 231) Ediv/E < 0.05 (see dashed line in Fig. 1
for reference).

By definition, the vector potentials A and A0 satisfy ∇ ×
A=B and ∇ ×A0 =B0, respectively, where in our case B and
B0 denote the NLFF and potential magnetic field, respectively.
Along with respecting ∇ ·B0 = 0 and using the Coulomb gauge
(∇ ·A= 0 and ∇ ·A0 = 0), A is retrieved by numerically solving
a specifically designed Poisson problem, ∆A=−J , while A0 is
retrieved by numerically solving a Laplace problem, ∆A0 = 0,
both subject to specifically designed consistent boundary con-
ditions (for details see Thalmann et al. 2011). To evaluate the
internal consistency of the FV helicity method, we use the met-

rics introduced in Sect. 4 of Schrijver et al. (2006), and consider
in particular the energy correlation, Cerg, of the pair (B,∇ ×A).
In this way, we determine how well the computed vector po-
tential A reproduces the energy contained in the input field B.
Mathematically, it is defined as

Cerg =

∑
i |(∇ ×A)i|

2∑
i |Bi|

2 , (4)

that is, as the ratio of the total magnetic energy in the field ∇×A
to the total magnetic energy in the NLFF solution (B). There-
fore, Cerg represents a global measure of the quality of the com-
puted vector potential.

To date it is unclear how a deviation from Cerg = 1 relates
to the precision of the deduced physical quantities. For a better
understanding, we summarize some observed trends here. The
magnetic energy is reproduced correctly to within ≈ 20% (i.e.,
0.8≲Cerg ≲ 1.2) for the great majority of our NLFF models (for
the example of NOAA 11158; see bottom panel in Fig. 2). For
some ARs, a monotonic transition from smaller to larger (or the
reverse) values is observed during disk passage. For some ARs
the quality of the computed vector potentials is lower for the
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entire disk passage (NOAAs 11513, 12017, 12036, 12087, and
12242 in our AR sample). In most of those cases the time profiles
of the associated magnetic energies and helicities do not show
obvious peculiarities. If so, we use the underlying NLFF models
for further analysis. Occasionally, we find pronounced sudden
variations in the physical quantities computed from NLFF mod-
els when Cerg ≳ 1.5. These noticeable variations (i) do not occur
in all of the employed physical quantities, (ii) are differently pro-
nounced for different quantities, and (iii) their magnitude is not
related to the degree of deviation of Cerg from unity. In order to
avoid that such sudden and intense variations are wrongly inter-
preted as being physical, we exclude such NLFF models manu-
ally from our analysis (marked by empty plot symbols in Fig. 2a–
2c).

Due to the filtering out of nonqualifying solutions based on
the above requirements and also since our model time cadence is
12-minutes around large flares and one hour otherwise, data gaps
may arise in the time series of physical quantities. Therefore,
we interpolate the time series of qualifying values to a uniform
time cadence of 12 minutes throughout the entire disk passage
and apply a Gaussian smoothing with a two-hour time window
afterwards (see solid lines in Fig. 2). These interpolated time
profiles are used for further analysis.

2.3. Superposed epoch analysis

In order to perform a comparative study of the time evolution of
the AR’s coronal quantities, we apply Superposed Epoch Anal-
ysis (SEA), a statistical tool capable to identify existing patterns
in time series and to study the statistical relationships between
events of different type (Chree 1913). The method requires to
define the occurrence of target events (for instance a major flare)
as key times within each considered time series (in our case
given by the GOES start time). Then, the time series are shifted
in time in order to align the event epochs with respect to the
key times and sub-intervals around each key time are extracted.
For convenience, we use the 12-min interpolated time series and
extract sub-intervals of equal length around each key time (the
event epochs). Last, the information contained in these synthe-
sized event epochs is superposed and statistical properties are de-
duced. Using such an approach, recurring variations in the event
epochs are assumed to be reinforced while random variations are
assumed to cancel. For this work we employ both, mean and me-
dian values from the superposed epoch data which allows us to
assess their statistical significance. In particular, we compute the
lower and upper quartiles of the synthesized epoch data, being
the 25th and 75th percentile, respectively.

Superposed epoch analysis has been used in a number of
solar flare studies so far. Dittmer (1975) applied it in order to
inspect enhanced flaring activity in context with the magnetic
setting of the host AR as well as the properties of the large-
scale (global) field. Schrijver & Higgins (2015) used SEA to
inspect the effect of major flares to the occurrence rate of en-
ergetic events in distant regions on the Sun. Mason & Hoeksema
(2010) applied it to investigate the role of the complexity of the
active-region magnetic field near the PIL during preflare times
with respect to the properties of upcoming flaring. Only recently,
Liu et al. (2023) used SEA to inspect the effect of X-class flaring
onto the long-term coronal energy and helicity budgets.

2.4. Correlation analysis

For the analysis of the time evolution of the various coronal
quantities and to address how their time evolution relate to each
other, we assume that the change to the coronal conditions due
to the occurrence of large flare events are traceable in the form of
distinct variations in the time profiles of the computed physical
variables. We do not expect, however, the induced modulations
of the time series to occur (strictly or nearly) synchronous, or to
be of similar strength (i.e., a similar magnitude), or to affect sim-
ilar portions of the time series (i.e., dissimilar time span), etc. In
other words, the time series of two different variables may show
similar overall shapes but may not be exactly aligned in time.
Yet is is exactly the shapes and trends which are of interest for
us (rather than the absolute values) so that a suitable measure is
needed to characterize them.

Dynamic Time warping (DTW) is capable of doing so. Here,
the agreement between two time series is quantified in the form
of the cumulative cost (Ccum), a single number that relates to
the displacement between the two time series. The displacement
is assessed in form of the so-called cost matrix (an example is
shown in Fig. 3), computed based on the matrix of Euclidean
distances constructed from a point-wise comparison of the val-
ues between all of the indices of the two time series. A so-called
warping path is defined to characterize the mapping between the
two time series in a way that (i) it starts and ends in the diago-
nally opposite corner cells of the cost matrix, (ii) it is continuous
in the sense that it is only allowed to progress to adjacent (includ-
ing diagonally adjacent) cells, and (iii) it is monotonous in the
sense that it is monotonically spaced in time (for further details
see, e.g., Keogh & Pazzani 2001). Being faced with the fact that
exponentially many warping paths satisfy these conditions, one
seeks the path which minimizes the cumulative cost (indicated
by the white dashed line Fig. 3). A smaller cumulative cost quite
generally indicates a greater similarity between two time series.
In this work, we use this classical form of DTW (for a detailed
discussion also with respect to alternative respective definitions
see, e.g., Sect. 2.2 of Samara et al. 2022).

Fig. 3. Correlation analysis for the 24 hours leading up to the flare
SOL2011-02-13T17:28M6.6. The normalized event epochs of the un-
signed helicity of the current-carrying field (|HJ|) and the free magnetic
energy (EF) are shown in the vertically and horizontally oriented line
profile, respectively. The accumulated cost matrix is shown color-coded.
The white dotted line represents the optimal (warping) path.
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(a)

(b)

Fig. 4. Time evolution of coronal quantities during disk passage of NOAA 12673. (a) Free magnetic energy (EF) and (b) total helicity (HV). The
black line represents a fitting to the values computed from qualifying NLFF models (squares) onto a uniform time cadence (12-minutes). Solid
and dashed vertical lines mark the GOES start time of X- and M-class flares, respectively. Blue and red color indicate the flare type (confined and
eruptive, respectively).

In the solar-flare context, Ma et al. (2018) involved DTW in
an approach to the problem of CME-magnetic cloud association.
We apply this technique here for the first time (to our knowledge)
in order to assess the relative similarity of the time evolution of
flare-related coronal quantities.

3. Results and Discussion

3.1. Long-term preflare time evolution

Pioneering simulation-based (Pariat et al. 2017) and data-
constrained (Thalmann et al. 2019b) modeling of individ-
ual magnetic field configurations showed that some magnetic
energy- and helicity-related measures exhibit characteristically
different magnitudes for ARs that produce large confined or
eruptive flares. The corresponding overall levels (magnitudes),
however, persist during quite some time prior to the flaring
and possibly already from the time of emergence onward. That
means that the passing of a "critical" level in some of the mea-
sures is not indicative of when an (eruptive) flare will occur. To
give an explicit example, Fig. 4 shows the time evolution EF
and HV during the disk passage of NOAA 12673. A confined
X2.2 flare and an eruptive X9.3 flare originated from this AR on
2017 September 6 only about three hours apart in time (GOES
start time 08:57 UT and 11:53 UT, respectively). Even larger
preflare values of free energy and total helicity are estimated
for the confined X2.2 flare, when compared to the preflare val-
ues of the following eruptive X9.3 flare (for a dedicated case
study see, e.g., Moraitis et al. 2019). In other words, when using
the total budgets of magnetic energy and helicity as indicators,
a (coronal) magnetic field owing to flare-favorable conditions
(|HV|≳ 2× 1042 Mx2 and EF ≳ 4× 1031 erg as suggested in, e.g.,
Tziotziou et al. (2012)) do not necessarily produce an eruptive
flare.

Recently, a first dedicated study by Liu et al. (2023) system-
atically examined the preflare time evolution of coronal quanti-
ties based on a sample of 21 X-class flares. Among others, they
tested the overall budgets of magnetic energy and helicity on
short (±five hours around the flare time: see their Fig. 8) and
longer time scales (from 48 hours before to 18 hours after each

flare; see their Fig. 10). They found that in general the coro-
nal budgets are similar prior to confined and eruptive flares. The
authors based their analysis on synthesized information from
all events via superposed epoch analysis (SEA). They explic-
itly note, however, that due to the low number of X-class flares
suitable for study, no filtering regarding the possible occurrence
of other flares within the studied time windows was done. In
other words, the SEA-based time profiles might not purely rep-
resent the long-term preflare evolution, or might even be spu-
rious. This is especially true for the small number of confined
events in their study (six), out of which five originated from the
same AR (12192). The authors suggested that one should expect
stronger conclusions from SEA analysis when (i) applied to a
larger sample of (especially confined) flares, and (ii) avoiding
duplicate epochs in the superposition.

Condition (ii) is a very restrictive one. It reduces our orig-
inal event sample of 50 major flares (15/35 confined/eruptive)
to 28 (5/23 confined/eruptive) and to 18 (1/17 confined/eruptive)
events, when requiring a flare-less preflare time window of 12
and 24 hours, respectively. By flare-less we mean that no flare
of GOES class M1 or larger occurred. Based on a such reduced
event sample no meaningful analysis is possible, especially due
to the class of confined flares being strongly under-represented.
To weaken the effect of condition (ii), we therefore require no
other major flare (GOES class M5 or larger) to happen within
the preflare time window. Depending on the extent of the pre-
flare time window (12 or 24 hours), 45 (15/30 confined/eruptive)
or 37 (11/26 confined/eruptive) events remain for analysis. We
chose the former of the two here, in order to include as many
qualifying confined events as possible.

3.1.1. Characteristic time scales and magnitudes

To be able to tell how unique (in time) it is that coronal condi-
tions favor a specific type of flaring (confined or eruptive), we
inspect overall trends obtained from the averaging of the super-
posed epoch data, separately for confined and eruptive major
flares (11 and 26, respectively, out of our sample S major; here-
after referred to as "S SEA"). We note here that the spread for
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Fig. 5. Long-term preflare time evolution of selected coronal quantities deduced from superposed epoch analysis. Numbers in brackets at the top
of the figure indicate the numbers of confined/eruptive flares within the tested sample. Median values were computed separately for the subsets of
confined (blue) and eruptive (red) flares. Covered is the time period from −48 hours to +6 hours around the flare start time (black dotted line at time
tstart = 0). The 24 hours used for selection of qualified events is marked by the gray-shaded area. Left column: The superposed epoch data of (a) the
total unsigned flux (ϕm), (b) total magnetic energy (E), (d) total unsigned magnetic helicity (|HV|), (f) free energy (EF), and (h) unsigned helicity
of the current-carrying field (|HJ|). Right column: Superposed epoch data of the (c) free-to-potential magnetic energy ratio (EF/E0), (e) helicity
ratio (|HJ|/|HV|), (g) flux-normalized total helicity (|HV|/ϕ̃

2), and (i) flux-normalized helicity of the current-carrying field (|HJ|/ϕ̃
2). Horizontal

black dotted lines indicate respective critical values. The red and blue diagonally shaded regimes are bound by the upper and lower quartiles of the
respective distributions.

the extensive measures (left column of Fig. 5) is not shown in
order to enhance visibility. This is because the spread is nat-
urally very large as the values stem from ARs with very dif-
ferent magnetic properties, hence magnitudes of the computed
extensive measures. The following trends are observed during
the 24-hour flare-less preflare intervals (marked by gray shad-
ing) from these profiles. First, a monotonic increase of ϕm (an
indication for ongoing flux emergence; see Fig. 5a) serves as a
plausible explanation for the corresponding overall increases of
the free energy and total helicity prior to eruptive flares (see red
curves in Fig. 5f and 5d, respectively). A similar argumentation

for the time evolution prior to confined flares is hampered by the
rather strong variations of the quantities (see blue curves in these
panels). Second, the overall magnitudes of the coronal budgets
appear somewhat higher prior to confined flaring than prior to
eruptive flaring. The reason for this might simply be that three
of the confined events originated from NOAA 12192 which, due
to its exceptionally large spatial extent, hosted an exceptionally
large amount of magnetic flux (for dedicated in-depth studies
see, e.g., Thalmann et al. 2015; Sun et al. 2015). As a conse-
quence, the coronal energy and helicity budgets were about a
factor ten larger compared to that of "typical" solar ARs (for a
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Mean hourly variations (one-hour time gradient) of selected extensive quantities. Numbers in brackets at the top of the figure indicate the
numbers of confined/eruptive flares within the tested sample (S SEA). Mean values for confined (blue) and eruptive (red) flares, computed from the
synthesized preflare time profiles are shown. The shaded regimes indicate the standard deviation. Covered is the 24 hours time period prior to the
flare start time (tstart). The top panels show signed variations in the time evolution of the (a) unsigned magnetic flux (ϕm), (b) total energy E, and (c)
unsigned total helicity (|HV|). Positive/negative values indicate an/a respective increase/decrease over time. The bottom panels show the respective
unsigned variations.

comparative study see, e.g., Thalmann et al. 2019b), necessar-
ily resulting in larger mean and median values upon averaging
over all of the confined events. Third, the overall time evolution
of the extensive measures prior to confined and eruptive flaring
appears rather similar. Here, our refined analysis — considering
a larger number of flares and requiring a 24-hour preflare time
interval to be free of major flare occurrence — strengthens the
earlier findings of Liu et al. (2023).

Going beyond this earlier study by Liu et al. (2023), also
the preflare evolution of the relative (intensive) measures is ana-
lyzed in such a systematic way for the first time here (right col-
umn in Fig. 5). Since the employment of relative measures com-
pensates the possibly existing major differences in the underly-
ing magnetic settings, this representation allows us to say with
confidence that the coronal conditions prior to eruptive and con-
fined flaring are characteristically different: the average values of
the intensive proxies (both, mean and median) are considerably
larger prior to eruptive flaring. Most pronounced variations over
time are observed for |HJ|/|HV|, which results from the strong
sensitivity of the underlying extensive measures (HJ and HV) to
the degree of nonpotentiality in the magnetic field. The median
time evolutions of |HV|/ϕ̃

2 and |HJ|/ϕ̃
2 seem rather similar, so

that use only |HJ|/ϕ̃
2 in the considerations hereafter. Typical val-

ues characterizing the corona prior to eruptive flares appear as
EF/E0 ≳ 0.16, |HJ|/|HV|≳ 0.1, and |HJ|/ϕ̃

2 ≳ 2.5× 10−3 (see hor-
izontal dotted lines the respective panels for reference). In com-
parison, the corresponding typical values prior to confined flar-
ing reside clearly below these threshold values (indicated in blue
color). These values seem to segregate most suitable the mean
and median values of the given distributions during the major-
flare less 24-hour preflare period and will be referred to as "crit-
ical values" hereafter.

Most importantly, it is to be noticed that favorable conditions
for eruptivity (using the critical values of EF/E0, |HJ|/|HV|, and
|HJ|/ϕ̃

2 defined above) are met during at least 12 to 24 hours prior
to flare onset and possibly for much longer than that (see Fig. 5c,
5e, and 5i, respectively). The significant overlap of the flare-type
related distributions (indicated by the shaded regimes, bound by
the upper and lower quartiles) suggests that these measures are of
limited predictive power in an individual case-by-case sense. It

may still be, however, that the coronal quantities show time vari-
ations (change rates) on characteristically different time scales
or of characteristically different magnitude prior to eruptive or
confined flaring. Therefore, in Sect. 3.1.2 we inspect the time
derivatives of the superposed epoch data. It may also be that in-
dividual quantities evolve in a more or less similar manner with
respect to other quantities prior to confined or eruptive flares. In
order to test this aspect, in Sect. 3.1.3 we apply DTW to selected
pairs of variables.

3.1.2. Characteristic change rates

In the following, we inspect the change rate in the superposed
epoch data over a full day prior to major flaring, again with
the requirement that the preflare time interval is free of major-
flare occurrence. The change rate of the total unsigned flux, to-
tal energy and total unsigned helicity are on overall positive,
especially during the last 12 hours prior to flare start (see top
row in Fig. 6), in accordance with overall trends in the super-
posed epoch data discussed in Sect. 3.1.1 (and compare Fig. 5).
Noteworthy, the change rates of the budgets appear somewhat
larger prior to confined flaring. On the other hand, the change
rates prior to eruptive flaring appear more smooth. The unsigned
change rates exhibit similar magnitudes prior to confined and
eruptive flaring (see bottom panels in Fig. 6).

We find that typical modulations to the coronal budgets
in the absence of major flaring and irrespective of the type
of upcoming flaring are ⟨|dϕm|⟩ ≈ 4.4± 0.5× 1020 Mx/h,
⟨|dE|⟩ ≈ 2.7± 0.4× 1031 erg/h, and that of the free
magnetic energy as ⟨|dEF|⟩ ≈ 0.91± 0.1× 1031 erg/h.
For the coronal helicities we find characteris-
tic changes of ⟨|dHV|⟩ ≈ 7.8± 1.6× 1041 Mx2/h and
⟨|dHJ|⟩ ≈ 1.0± 0.2× 1041 Mx2/h.

3.1.3. Correlation aspects

Next, we seek to establish a quantification of the preflare time
evolution of different extensive and intensive physical quantities
with respect to each other. First, we aim to get an overview of the
general behavior prior to major flares. To do so, we apply DTW
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Fig. 7. Cumulative cost of pairs of variables (Ccum; shown as bullets), computed for the normalized preflare time profiles during the 24 hours
leading to the the flares of sample S SEA (flare ID is shown along of the x-axis and associated to specific flare events in the last column of Table A1).
The size of the plot symbols (bullets) relate to the inverse of Ccum, i.e., larger symbols indicate a larger similarity of two time profiles. Respective
mean values, ⟨Ccum⟩, computed across all flares of a certain type are given to the right of the figure. Red and blue color indicate eruptive and
confined flares, respectively.

(for details see Sect. 2.4) to the 24 hours leading to the individual
flares. Note again that no other major flares occurred during this
preflare time period. In order to compensate for the known dif-
ferent overall magnitudes of the compared physical quantities,
all time profiles are normalized, for which the respective maxi-
mum values during the preflare time window are used. Then, we
assess the cumulative cost, Ccum, for selected pairs of variables
for each flare of the sample S SEA and compute the mean value
across all flares (⟨Ccum⟩; listed in Table 1).

On overall, that is, disregarding the type of upcoming flaring,
the smallest value of ⟨Ccum⟩ during the 24 hours leading to a ma-
jor flare is found for the pairs (ϕm,E) (see Table 1). Together with
⟨Ccum⟩= 0.44±0.14 for the pair (ϕm,E0) this implies that the pho-
tospheric flux is strongly conditioning the coronal energy bud-
get. In contrast, for the conditioning of the nonpotential energy
also other sources are important, as the mean cumulative cost
for the pair (ϕm,EF) is considerably larger (⟨Ccum⟩= 2.32±0.59).
The time evolution of EF is more closely related to that of E
and |HV| (⟨Ccum⟩≲ 2) than to that of the helicity of the current-
carrying field (⟨Ccum⟩= 2.57±1.13), though the significance of
these trends is certainly to be viewed in context with the rather
large uncertainties. Largest cumulative costs are found for the
pairs (ϕm,|HJ|), (E0,|HJ|), and (E,|HJ|) indicating that flux emer-
gence is of little importance for the time evolution of the nonpo-
tential energy.

Next, we address whether the overall similarity in the pre-
flare time evolution of selected pairs of variables is indicative of
the type of upcoming flaring. In Fig. 7, Ccum for different pairs
of variables is shown for each analyzed flare (in the form of bul-
lets and with the size of the plot symbols being inversely pro-
portional to Ccum, that is, being larger for a better match of two
time profiles). Obviously for some flares the majority of tested
pairs evolve much more similar with respect to each other (for
instance, flares no. 14 and 33, where Ccum is noticeable small)
than in other flares. In contrast, strongly dissimilar time evolu-
tion of the majority of tested pairs is found (i.e., large values of
Ccum; for example, flares no. 1, 5 and 21). This is actually an
interesting aspect and it is left for a future study to relate the
similarity of the time evolution of different coronal quantities to
the properties of the host AR. Rather independent of that, how-
ever, seems that for all of the flare events strongest similarities
are found for the time evolution of the unsigned flux (ϕm) and

Table 1. Relative similarity of the pre-flare time evolution of photo-
spheric and coronal quantities.

ϕm E EF |HV | |HJ |

ϕm × 0.53±0.15 2.32±0.59 3.03±1.18 4.65±1.51
E × 1.77±0.56 2.60±1.06 4.11±1.40
EF × 1.82±0.64 2.57±1.13
|HV | × 2.19±0.61
|HJ | ×

EF/E0 |HJ |/|HV | |HJ |/ϕ̃
2

EF/E0 × 3.06±1.40 2.52±1.08
|HJ |/|HV | × 1.98±0.77
|HJ |/ϕ̃

2 ×

Notes. Average values are computed from the cumulative costs of the
the flares of sample S SEA. Uncertainties are defined based on the re-
spective standard deviations. The cell colors are indicating the degree
of similarity, and refer to ⟨Ccum⟩ ≤ 2.2 (dark red) as "highly similar",
2.2< ⟨Ccum⟩ ≤ 4.4 (orange) as "moderately similar", and 4.4< ⟨Ccum⟩

(light red) as "little similar".

the coronal energies E (and E0, though not shown explicitly), in
line with the overall trends deduced from Table 1.

Intuitively, based on the comparison of the preflare time evo-
lution of, for instance, ϕm and E in Fig. 5, one would actually
expect the largest overall similarity in the time evolution in-
dependent of the type of upcoming flaring, and for which in-
deed lowest values of ⟨Ccum⟩ are found (indicated to the right
of Fig. 7, separately for the subsets of confined and eruptive
flares). However, we also find flare-type specific trends. For in-
stance, some of the extensive measures evolve more similar with
respect to each other prior to confined flaring. These include
(ϕm,E) and (ϕm,EF) for which we find ⟨Ccum⟩= 0.3± 0.0 and
1.8± 0.3, respectively, i.e., smaller values than prior to eruptive
flaring (⟨Ccum⟩= 0.6± 0.1 and 2.4± 0.6, respectively). In con-
trast, the pairs (ϕm,|HJ|) and (EF,|HJ|), for example, evolve more
similar prior to eruptive flaring (⟨Ccum⟩= 4.0± 1.1 and 1.8± 0.5,
respectively) than prior to confined flaring (⟨Ccum⟩= 6.1± 2.2
and 2.9± 0.8, respectively). Interestingly, the relative (intensive)
proxies (EF/E0, |HJ|/|HV|, and |HJ|/ϕ̃

2) evolve much more simi-
lar in time prior to eruptive flares ((⟨Ccum⟩≲ 2) than prior to con-
fined flares (⟨Ccum⟩≳ 4).
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(a) (b) (c)

Fig. 8. Preflare values of selected measures for 231 flares. Numbers in brackets at the top of the figure indicate the numbers of con-
fined/eruptive flares within the tested sample S M1+. (a) Unsigned helicity of the current-carrying field vs. unsigned total helicity. The dot-
ted line marks the |HJ|/|HV|= 0.25 level. (b) Unsigned volume-threading helicity vs. unsigned total helicity. The dotted line marks the
|HPJ|/|HV|= 1.0 level. (c) GOES 1–8 Åpeak flux (FSXR) vs. free energy. The dotted line indicates the bolometric flare energy, using the rela-
tion log(Ebol)= 0.79±0.1 log(FSXR)+ 34.5±0.5 (Kretzschmar 2011). Blue and red color indicates confined and eruptive flare type, respectively.
X-class and M-class flares are shown as stars and circles, respectively.

3.2. Immediate preflare conditions

We find favorable conditions for large flaring as
HV ≳ 1× 1042 Mx2 and EF ≳ 2× 1031 erg (see Fig. 8a and
8c, respectively). Our analysis of a statistically meaningful
number of large flares 231 flares of GOES class M1 or larger)
therefore supports the earlier results presented in the statistical
study of Tziotziou et al. (2012), comprising 162 events (see their
Fig. 2). They suggested large flares to occur in ARs with a free
energy exceeding 4× 1031 erg and a relative helicity exceeding
2× 1042 Mx2, the latter agreeing well with estimates of helicity
contents of typical CMEs. For comparison, Liokati et al. (2022)
suggested thresholds for an AR to become CME-productive as
HV ≳ 9× 1041 Mx2 and E ≳ 2× 1032 erg, based on the analysis of
photospheric helicity and energy fluxes in newly emerging ARs.

We identify some specifics in the distributions of HJ and
HPJ with respect to the total helicity budget. We find that
|HJ|< 0.25 · |HV| in 96.5% prior to the studied flare events (cf.
dashed line in Fig. 8a), indicating that in ARs productive of
large flares, the contribution of the current-carrying field to the
total coronal helicity budget rarely exceeds 25%. Closer in-
spection also reveals that for smaller preflare total helicity bud-
gets (say, |HV|≲ 5× 1042 Mx2), the contribution of the current-
carrying field, HJ, tends to be smaller prior to confined flaring.
This indicates that eruptive flaring might require a certain level
of nonpotentiality in the underlying magnetic field. Interestingly,
for values |HV|≳ 1044 Mx2, a plateau is noticeable in the distri-
bution of |HJ| (saturating at values of |HJ|≲ 2× 1043 Mx2; see
Fig. 8a), while the unsigned volume-threading helicity, |HPJ|,
shows an ongoing increase for increasing values of |HV| (see
Fig. 8b). This may indicate that there exists some limit for the
nonpotentiality of a current-carrying structure that a solar AR
can host. However, it should be considered that the data points in
the regime HV ≳ 2× 1044 Mx2 are associated to flares hosted by a
single AR (NOAA 12192) which is known as the solar AR with
an exceptionally large magnetic flux (≳ 1.5× 1023 Mx; for dedi-
cated studies, see, e.g., Thalmann et al. (2015); Li et al. (2020)).
Figure 8c shows that major confined flares are associated to ARs
which host a larger free energy budget, compared to ARs hosting
major eruptive flares. In this context, we also note that Li et al.
(2020) have shown that large flares that are produced by ARs
containing large magnetic fluxes are mostly confined. However,

in general the study of a larger sample of large confined flares
(produced by different ARs) is desirable to further substantiate
these findings.

The detailed analysis of the preflare time profiles in
Sect. 3.1.1 suggests that one may use critical values to mark
coronal conditions favorable for eruptive flaring (EF/E0 = 0.16,
|HJ|/|HV|= 0.1, and |HJ|/ϕ̃

2 = 2.5× 10−3; in close correspon-
dence to those suggested in Gupta et al. (2021) based on a small
sample of ten flares). Aiming at the testing of the applicability of
this particular set of threshold values, we inspect the distribution
of the corresponding immediate preflare values for event sam-
ple S major, and in particular their distribution with respect to dif-
ferent value regimes (quadrants; labeled "Q1" – "Q4"), defined
based on the thresholds EF/E0 = 0.16 and |HJ|/ϕ̃

2 = 2.5× 10−3

(Fig. 9a). We find 22 events (21 eruptive) in Q1, no events in
Q2, 25 events (11 eruptive) in Q3, and 3 eruptive events in Q4.
Of the 21 events with |HJ|/ϕ̃

2 above the critical value (i.e., in Q1
and Q2) 21 (i.e., 95.5%) were eruptive flares, and of the 24 events
where EF/E0 exceeds the critical value (i.e., in Q1 and Q4) 24
(i.e., 96%) were associated to a CME. We find a very similar
situation when using the critical value |HJ|/|HV|= 0.1 (Fig. 9b),
where from the 22 events above the critical value (i.e., in Q1 and
Q2) 20 (i.e., 95.2%) produced a CME. The flare type is predicted
correctly in ≈ 70% and 68% of the events when the critical val-
ues of |HJ|/|HV| and |HJ|/ϕ̃

2 is used as an individual criterion,
respectively (see sample S major in Table 2). Only when requiring
that EF/E0 simultaneously exceeds the critical value, the fraction
of successfully predicted events is raised to ≈ 76% of the events,
and independent of the joint use with |HJ|/|HV| or |HJ|/ϕ̃

2.
Our finding that the helicity-related relative proxies perform

similarly successful in predicting the type of upcoming flar-
ing clearly contrasts the statement by Duan et al. (2023) that
|HJ|/|HV| is of lesser predictive power than |HJ|/ϕ̃

2. Therefore
we need to discuss the significance of the thresholds suggested
to indicate favorable conditions for eruptive flaring. One aspect
to consider is the composition of the studied event sample. To
do so, we assess the rate of successful prediction of the flare
type for event samples composed differently. Besides the al-
ready analyzed sample S major, we repeat our analysis also for
a sample composed of smaller M-class flares only (up to GOES
class M4.9; labeled "S M4−" in Table 2), a sample composed of
X-class flares only (labeled "S X1+"), and a sample which cov-
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Fig. 9. Preflare values of selected measures. (a) Flux-normalized helic-
ity of the current-carrying field vs. free energy ratio, and (b) helicity
ratio vs. free energy ratio, for the event sample S major. (c) Critical height
for torus instability vs. helicity and (d) normalized flare distance vs. he-
licity for the event sample S CBetal. Numbers in brackets at the top of
the figures indicate the numbers of confined/eruptive flares within the
tested sample. Blue and red color indicates confined and eruptive flare
type, respectively. X-class and M-class flares are shown as stars and cir-
cles, respectively.

ers all 232 flares (labeled "S M1+"). From Table 2 it appears that,
when used as an individual measure, |HJ|/|HV| performs slightly
better than |HJ|/ϕ̃

2 for event samples with a considerable fraction
of X-class flares (≳ 44%; see our event samples S major, S CBetal,
and S X1+). For completeness we note here that the fraction of
X-class flares in the event sample used in Duan et al. (2023) is
≈ 36%, a bit lower as the fraction of X-class flares in our sample
S SEA (≈ 38%) for which we find |HJ|/|HV| and |HJ|/ϕ̃

2 to pre-
form equally successful. Therefore, we suspect that the reason
why they attested a lower predictive ability to |HJ|/|HV| is rooted
in the fact that their flare sample consisted of a larger number
of smaller flares (they also included flares of GOES class M4
into their sample of major flares). Another aspect to consider is
certainly the method used to perform the NLFF modeling (the
CESE-MHD-NLFF method in their work). From comparative
inspection of the values listed in Table 1 of Duan et al. (2023)
it appears that while our estimates of ϕ̃ are nearly 1:1 corre-
lated, their estimates of HJ are larger by a factor of ∼7, which
naturally results in larger estimates of |HJ|/ϕ̃

2 and thus a larger
suggested critical value (|HJ|/ϕ̃

2 = 9× 10−3). It is unclear, how-
ever, how many of the analyzed models in their work do actu-
ally qualify for helicity computation (hence do represent reliable
data points in their statistics) since the authors omit to explic-
itly demonstrate the corresponding qualification of the underly-
ing magnetic field models using a sufficiently sensitive metric to
do so (such as Ediv/E; for a dedicated work see Thalmann et al.
2022).

It has been long suggested in related research that a success-
ful prediction of the CME-productivity of solar ARs necessar-
ily involves a quantification of the restriction of the background

Table 2. Success rate of flare-type prediction for differently composed
flare samples.

Flare No. of Sample composition Success rate (%)
sample events X-class M-class |HJ|/|HV| |HJ|/ϕ̃

2

S M1+ 231 22 (6/16) 210 (120/90) 57.1 58.4
S M4− 181 × 181 (111/70) 53.6 55.8
S major 50 22 (6/16) 28 (9/19) 70.0 68.0
S CBetal 37 19 (5/14) 18 (5/13) 70.3 67.6
S X1+ 22 22 (6/16) × 68.2 63.6

Notes. Event samples are composed as follows. S M1+: 231 flares of
GOES class M1 or larger. SM4−: smaller M-class flares (up to GOES
class M4). S major: major flares (GOES class M5 or larger). S X1+: X-
class flares (GOES Xlass M1 or larger). Numbers in brackets indi-
cate the numbers of confined/eruptive flares within the sample. Success
rates are given in percent of the total number of flares within a sam-
ple. For flare-type prediction the pre-flare values of |HJ|/|HV|= 0.1 or
|HJ|/ϕ̃

2 = 2.5× 10−3 were used as an individual criterion.

(strapping) field (e.g., Sun et al. 2012). With the hope to possi-
bly improve the success rate of flare type prediction in that way,
we therefore include information of the stabilizing effect of the
strapping magnetic field in the preflare configurations. In par-
ticular, we inspect the critical height for torus instability (hcrit)
which is based on the rate at which the background field de-
creases with height. The latter is quantified by the decay index,
n=−∂(lnBh)/∂(ln z), where Bh is the horizontal component of
the strapping field and z is the height above the photosphere
(Kliem & Török 2006). For further analysis we extract the values
of hcrit from the statistical analysis of Baumgartner et al. (2018),
which covers 37 of the major flares of our sample S major.

The corresponding distribution of preflare values suggests
a stronger segregation in terms of hcrit than of |HJ|/|HV| (see
Fig. 9c), in support of the recently presented analysis of a
small number of flares by Gupta et al. (2024). More precisely,
out of the 37 flares of sample S CBetal, 28 are associated to
hcrit < 40 Mm, out of which 92.9% were eruptive. For these 37
flares, the flare type is predicted correctly in 70.3% when using
the |HJ|/|HV| ≥ 0.1 as condition for eruptivity and in 67.6% when
using |HJ|/ϕ̃

2 = 2.5× 10−3 as individual criterion (see Table 2).
Using EF/E0 ≥ 0.16 as an additional criterion, the flare type is
predicted correctly in 78.4% of the events. In comparison, re-
quiring a preflare value of hcrit < 40 Mm as an additional criterion
to |HJ|/|HV| ≥ 0.1 or |HJ|/ϕ̃

2 = 2.5× 10−3 yields a drastically en-
hanced success rate of 94.6% for the prediction of the flare type.
In summary, (1) highest success rates regarding the prediction of
the CME-association of upcoming flaring is the joint use of criti-
cal values of either |HJ|/|HV| or |HJ|/ϕ̃

2, in addition to that of hcrit
as selection criteria, (2) the latter being the crucial quantity re-
garding flare type segregation. Finding (1) above is in agreement
with the results presented in Li et al. (2022) who assessed the
probability for a large flare to be associated with a CME based
on a newly introduced parameter, αFPIL/ϕm, to quantify the rel-
ative importance of the magnetic nonpotentiality of an AR and
the constraining effect of background magnetic field (see their
Sect. 2 for details). They defined αFPIL as being the mean twist
parameter α= µ

∑
Jz Bz/

∑
B2

z employed only for the area covered
by the flare polarity inversion line (FPIL). They found the ra-
tio to exceed critical values in about 90% of eruptive flares (43
events in their study).

A related topic which we might touch upon is the relation
of the helicity (proxies) to the overall magnetic setting of the
host AR. Dedicated analyses suggested that hcrit can be roughly
approximated by half of the distance between the flux-weighted
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(a) (b)

(c) (d)

Fig. 10. Preflare values of selected photospheric and coronal measures
for 48 flares of sample S major. (a) Helicity of the current-carrying field
vs. mean characteristic twist parameter, αtotal and (b) near-PIL magnetic
flux measure, log(R), value vs. total magnetic flux, log(ϕm) for the flares
of sample S major. (c) Flux-R vs. logϕm, and (d) helicity ratio, |HJ|/|HV|,
vs. flux-normalized flux-R (R/ϕ̃2) (events with log(R)<1 are excluded).
Numbers in brackets at the top of the figure indicate the numbers of
confined/eruptive flares within the tested sample. Blue and red color
indicates confined and eruptive flare type, respectively. X-class and M-
class flares are shown as stars and circles, respectively.

centers of opposite polarity (dPC) in the host AR (e.g., Baum-
gartner et al. 2018; James et al. 2022). Taking this rough ap-
proximation into consideration, Fig. 9c implies that |HJ|/|HV| is
smaller for more extended ARs (with |HJ|/|HV|≲ 0.05 for ARs
with dPC ≳ 60 Mm; not shown explicitly). We show the flare dis-
tance (dFC; defined as the distance between the flare site and
the flux-weighted center of the AR), normalized with respect to
the geometrical extent of the active-region magnetic dipole (ac-
complished through division by dPC/2). A value dFC/(dPC/2)< 1
refers to a location underneath the magnetic field connecting the
flux-weighted centers of opposite polarity (called the confining
dipole field, hereafter). As already noted by Baumgartner et al.
(2018), confined flares are found to reside preferentially at such
locations in extended ARs (dPC ≳ 60 Mm). From our joint analy-
sis with |HJ|/|HV| we are now able to show that the correspond-
ing host AR exhibits values of |HJ|/|HV| below the critical value
(see lower left quadrant in Fig. 9d). In contrast, from underneath
the confining dipole field in compact ARs (dPC ≲ 60 Mm) almost
exclusively eruptive flares originate, with their preflare corona
being characterized by values of |HJ|/|HV| exceeding the criti-
cal threshold (see lower right quadrant). The largest fraction of
major events in such a representation, however, originates from
locations in the periphery of the host AR (dFC/(dPC/2)> 1), and
exhibits a broad distribution of preflare values of |HJ|/|HV|.

The quantity α introduced above is often used to parameter-
ize the surface magnetic field in ARs and often serves as a mea-
sure for the coronal helicity (e.g., Pevtsov et al. 1995; Tian &
Alexander 2008). HMI SHARP data, the basis for our employed
NLFF models, contain a number of regularly provided keywords

(cf. Table 3 of Bobra et al. 2014), including αtot. Therefore it
is straightforward to compare this proxy to our FV helicity esti-
mates. For our sample S major we find αtot being moderately in-
dicative for the amount of helicity present (see Fig. 10a, where
we use HJ as a reference). We find Spearman rank correlations
of CSR = 0.67 (P< 0.01)5 and 0.78 with respect to the distribu-
tions of HV and HJ, respectively.6 Furthermore, we find that αtot
shares the sign of HV in 46 of the cases (i.e., 92%) and shares the
sign of HJ in 47 of the cases (i.e., 94%). Considering all flares
of GOES class M1 or larger (sample S M1+), these fractions re-
duce to 87.9% and 91.4%, respectively. In comparison, Liu et al.
(2014) estimated that the sign of the helicity and the force-free
parameter in 28 newly emerging ARs (based on the assessment
of the photospheric helicity flux and using a weighted mean es-
timate of αtot) agrees in ≳ 89±11% of events. Without going into
detail regarding the challenges of employing a meaningful mea-
sure of αtot (for this we refer to the a dedicated discussion in Sect.
4.1 of Liu et al. (2014)) we do suggest (1) that αtot is a slightly
better proxy of the helicity of the current-carrying field, HJ, and
(2) that one might fail to correctly guess the sign of the coronal
helicity prior to large flares for a small fraction of events (at least
10%). In this context it is to be noted, however, that though HV
and HJ are strongly correlated they do not necessarily share the
same sign (see Fig. 10b). In cases where the overall handedness
of the host AR magnetic field is the same as that of the nonpo-
tential (current-carrying) structure the signs are likely the same.
We find HV and HJ to share the same sign in (97.1%) 94% of
the (eruptive) major flares. Considering all flares of GOES class
M1 or larger (sample S M1+), these fractions reduce to (90.6%)
89.7% of (eruptive) events. This supports that for the majority
of flares the preflare helicity is linked to a (single) prominent
current-carrying magnetic structure which determines the over-
all structural complexity of the host AR.

Another photospheric measure that has been suggest to be
highly indicative of the flare potential of solar ARs is related
to the emergence of magnetic flux exhibiting strong-field, high-
gradient polarity inversion lines (flux-R; Schrijver 2007). Similar
to the findings in that pioneering study, we find major flaring as-
sociated with a large range of total unsigned fluxes of the host
AR, along with values of log(R)≳ 3.5 (see Fig. 10c). From this
representation it is clear that the flux-R does not distinguish the
major flare type (confined/eruptive flares are shown in blue/red
color), nor is it related to the flare size (M- and X-class flares
are represented by circles and stars, respectively). A recent in-
depth study by Moraitis et al. (2024) showed that the flux-R
correlates well with a similar yet helicity-related measure, RH ,
but that the latter is more indicative of eruptive flaring, in line
with the fact that helicity is more indicative than magnetic flux
in general (Thalmann et al. 2022; Liokati et al. 2022). Assessing
the relation between the flux-R and our volume-based helicity
proxy, |HJ|/|HV|, we employ the flux-normalized measure R/ϕ̃2

and find it little indicative of the type of upcoming flaring (see
Fig. 10d). Also, we find it to be essentially uncorrelated with
|HJ|/|HV| (CSR = 0.25; along with a significance of only ∼92%).

5The probability (P in the interval [0,1]) indicates whether a cor-
relation could have occurred by random chance, with smaller values
indicating a significant correlation. The confidence level or statistical
significance of a correlation can then be expressed as (1− P)× 100%,
and a significance of ≥ 95% is conventionally considered to be statis-
tically significant. Only when explicitly noted statistical significance is
not guaranteed.

6We use the following guide to categorize the strength of a corre-
lation: CSR ≤ 0.59 – weak, CSR ∈ [0.6, 0.79] – moderate, and CSR ∈ [0.8,
1.0] – strong.

Article number, page 12 of 22

fig:preflare_scatter_major
fig:preflare_scatter_major
fig:jsoc_scatter
fig:jsoc_scatter
fig:jsoc_scatter
fig:jsoc_scatter


J.K. Thalmann et al.: On the conditioning of the solar corona due to large flaring

Table 3. Spearman rank correlation of photospheric and coronal quan-
tities prior to major flares.

ϕm E EF |HV | |HJ |

ϕm 1.00 0.94 0.66 0.70 0.52
E 1.00 0.75 0.81 0.62
EF 1.00 0.90 0.94
|HV | 1.00 0.89
|HJ | 1.00

EF/E0 |HJ |/|HV | |HJ |/ϕ̃
2

EF/E0 1.00 0.88 0.90
|HJ |/|HV | 1.00 0.82
|HJ |/ϕ̃

2 1.00

Notes. Mean values are computed from the pre-flare values of CSR of
all flares of sample S major. The cell colors are indicating the strength
of the correlation and refer to a correlation of CSR ≥ 0.8 (dark red) as
"strong", 0.8>CSR ≥ 0.6 (orange) as "moderate", and CSR < 0.6 (light
red) as "weak".

Finally, to bridge to the comparative analysis of the long-
term preflare time evolution in Sect. 3.1.3, we look at the Pearson
rank correlations of the immediate preflare values (see Table 3).
Drawn from our sample S major, similarities with earlier stud-
ies include strongest correlations between the unsigned photo-
spheric flux (ϕm) and the total energy (CSR = 0.94), between the
unsigned values of |HV| and |HJ| (CSR = 0.89), as well as between
the free energy (EF) and the unsigned total helicity and as well
as the unsigned helicity of the current-carrying field (CSR ≳ 0.9).
Importantly, this strong correlation between the immediate pre-
flare values of EF and |HJ| is not reflected in a correspondingly
low cost during the long-term (24-hour) preflare time evolution
(⟨Ccum⟩(EF,|HJ|)= 2.57±0.13 in Table 1), highlighting the limita-
tions of using single-valued correlation coefficients for the quan-
tification of the nearness of two data samples.

3.3. Flare-related changes

Based the analysis of the flare-related changes in our sam-
ple S major with respect to the preflare budget supports a
flare-type related distinction of flare-related changes. We
evaluate the flare-related changes with respect to the pre-
flare content in the form ηEF = ⟨EF,post − EF,pre⟩/⟨EF,pre⟩ and
ηHV = ⟨HV,post −HV,pre⟩/⟨HV,pre⟩, where angular brackets denote
one-hour time averages. The preevent maps cover one hour prior
to t= (t0 − 10 min) and the postevent maps cover one hour af-
ter the nominal GOES end time. We note here that we ex-
clude flares from analysis for which we detect a reversal in
the sign of HV or HJ since then it is difficult to define a ref-
erence preflare levels for the flare-related changes in a mean-
ingful way. For our sample S M1+ this concerns 11 flares, out
of which two were major flares (SOL2012-05-10T04:11M5.7
and SOL2013-04-11T06:55M6.5). We find mean values of
|ηEF |= 13.3±5.0% and |ηH |= 11.5±5.0% for eruptive flares, com-
pared to |ηEF |= 5.2±2.5% and |ηH |= 1.4±1.9% for confined
flares (see Fig. 11a and Fig. 11b, respectively). In words, (1)
a considerable amount of both free magnetic energy and he-
licity (≳ 10%) is liberated during major eruptive flares, and
(2) the overall helicity budget is more or less conserved dur-
ing confined events (|ηHV | ≈ 1%). For the helicity budget of
the current-carrying field we find, besides the expected pro-
nounced eruptive-flare related modification (|ηHJ |= 18.2±6.5%,
also a considerable amount that is being processed during con-
fined flares (9.0±4.1%). We note here that this strong change to

(a) (b)

Fig. 11. Histograms of mean relative flare-related changes to the (a)
free magnetic energy (ηEF ) and (b) total helicity (ηHV ) for the sample
S major. Numbers in brackets at the top of the figure indicate the numbers
of confined/eruptive flares within the tested sample. Flares for which a
helicity reversal is detected are excluded. Blue and red color indicates
confined and eruptive flare type, respectively.

the budget of HJ is mainly related to X-class flaring (for discus-
sion see Sect. 3.4).

Our findings are in support of the recent analysis of Wang
et al. (2023) who found the flare-related changes due to erup-
tive flares (ηE ∼ ηH ∼ 15%) significantly larger when compared
to that for confined flares (ηE ∼ 4% and ηH ∼ 1%), based on lin-
ear fittings to the values over four data points prior to/after the
flare start/end times. The authors left out the chance, however, to
provide quantitative details of their model results which would
demonstrate whether or not they do numerically qualify for sub-
sequent helicity computation. The authors argue for the validity
of their modeling with presenting small numbers of the fractional
flux metric, as introduced in Wheatland et al. (2000), which is
known to depend on the spatial sampling of the data (see dedi-
cated work by Gilchrist et al. 2020). Thalmann et al. (2022) ex-
tensively discussed the nonability of the fractional flux metric in
testing the solenoidal qualification of a NLFF model for subse-
quent helicity computation and the need to use alternative mea-
sures (such as Ediv/E; for a dedicated work see Thalmann et al.
2022). Therefore, it remains unclear how many of the analyzed
helicity values in Wang et al. (2023) do actually represent valid
data points. Further, Wang et al. (2023) use original-resolution
HMI data as input to magnetic field modeling as an argument
for enhanced realism and quality of NLFF modeling. The latter,
again, cannot be reconciled since it is known that the inclusion
of "more" real information (via a finer spatial sampling) does
not guarantee a more internally consistent solution by itself (for
a comparative study see De Rosa et al. 2009). Instead, for the
optimization method used in the study of Wang et al. (2023), it
has actually been demonstrated by Thalmann et al. (2022) that an
improved (finer) spatial sampling lowers the final NLFF model
quality. More precisely, they showed that NLFF quality tends to
be higher for larger pixel sizes (i.e., binned data) when using
θJ and Ediv/E as measures. In addition they examined that for
HMI data binned to a plate scale of ∼ 0.72 Mm (as used in this
study) the changes to the deduced magnetic energies and helici-
ties are small compared to other possible sources of uncertainty
(see their Sect. 5).

Next, we inspect the flare-related changes for 220 large
flares of our sample S M1+ (see Fig. 12). For the subset of 104
eruptive flares, we find flare-related reductions to EF, HV, and
HJ (not necessarily simultaneously) in ∼ 72.1%, ∼ 66.3%, and
∼ 62.1% of the events, respectively. These percentages increase
to ∼ 91.2%, ∼ 85.3%, and ∼ 91.2%, respectively, when only ma-
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(a) (b)

Fig. 12. GOES 1–8 Åpeak flux (FSXR) as function of the mean flare-
related changes for 220 flares of sample S M1+. The horizontal dashed
lines indicate a SXR flux of 5× 10−5 W m−2, i.e., GOES class M5. Num-
bers in brackets at the top of the figure indicate the numbers of con-
fined/eruptive flares within the tested sample. Flares for which a helic-
ity reversal is detected were excluded. Blue and red color indicates con-
fined and eruptive flare type, respectively. X-class and M-class flares are
shown as stars and circles, respectively.

jor flares (of GOES class M5 or above) are considered (see plot
symbols above the horizontal dashed lines in Fig. 12). For our
sample S M1+, we find a simultaneous decrease in EF and |HJ| in
≈ 62% of the eruptive flares, compared to ≈ 51% for confined
flares. These fractions increase to ≈ 88% and ≈ 71% when con-
sidering only major (of GOES class M5 or above) eruptive and
confined flares, respectively.

Notably, there are also a considerable number (75) of events
for which we find an increase of EF during flares with the number
increasing with decreasing peak flare flux (see Fig. 12a). In 69 of
these events, the flare-related changes are either below the "back-
ground" variation of EF (dEF/dt≲ 1× 1031 erg h−1; cf. Fig. 6 in
Sect. 3.1.2), or dEF/dt< 10%, that is, below the characteristic
uncertainty of EF. The latter has been found in different studies
targeted on the application of different FV helicity methods (see
Thalmann et al. 2019b, and Fig. 2 therein), or the effect of the
spatial sampling of the input data (see Thalmann et al. 2022, and
Fig. 7 therein). For the remaining 7 events (GOES classes M1
or M2) the flare-related changes are exceeding the "background
variations" as well as are larger than 10% of the mean preflare
level. Upon visual inspection of the respective time profiles they
are found in association with an increasing total and potential
energy during the flares.

3.4. Postflare evolution

In order to study the effects of flares on the magnetic energy and
helicity budgets of the host ARs, we apply SEA to the interval
−6 hours to +12 hours around the flare start time (Fig. 13). We
require no major flare to occur in the postflare interval to re-
duce the effect of subsequent flaring onto the synchronized time
profiles and to avoid duplicate epochs in the superposition. We
apply SEA to the normalized time profiles to allow a straight-
forward interpretation of typical flare-related changes with re-
spect to characteristic preflare levels. For normalization we use
for each parameter the maximum value during the preflare time
interval. We analyze two samples of flares separately, once in-
cluding only X-flares (6 confined and 15 eruptive events) and
once including only large M-class flares (GOES classes M5 to
M9; 8 confined and 18 eruptive flares). In addition, we consider
both mean and median values in order to account for the different
fractions of confined and eruptive flares in the two tested flare

samples. This allows us to differentiate between both different
flare types and sizes (magnitudes) with respect to the particular
time needed for replenishment.

We find that the eruptive-flare related changes require ∼2 –
3 hours to take full effect (both, for X-class as well as large M-
class flares). Furthermore, consistent with the findings discussed
in Sect. 3.3, we find that HV is approximately conserved dur-
ing magnetic reconnection (see blue curves in Fig. 13c and 13d).
This is also approximately true for |HJ| in the absence of X-class
flaring (see blue curves in Fig. 13f). Liu et al. (2023) estimated
that, on average, eruptive X-flares remove about 10% of free en-
ergy available in the host AR and roughly 12 hours pass until the
coronal budget returns to near-preflare values. A corresponding
behavior in HV was suggested to comply with the idea that the
solar interior acts as a reservoir to resupply coronal helicity as
it is removed by CMEs (Longcope & Welsch 2000). Based on
our refined analysis (considering only X-flares with a postflare
time window of 12 hours free of other major flare occurrence)
we find characteristic changes related to eruptive X-class flaring
of ≲15% and find a return of the budgets of E and |HV| to near-
preflare levels to require at least ∼12 hours (see Fig. 13a and 13c,
respectively). A similar behavior is found for the postflare time
evolutions of EF and |HJ| (see Fig. 13e and 13g, respectively),
while the modifications to the budgets due to the occurrence of
large eruptive flaring is more pronounced (≈ 20–30%).

In comparison, large eruptive M-class flares (GOES classes
M5 to M9) affect the coronal budgets less strongly (see right col-
umn of Fig. 13), with lower mean reductions to the budgets of E
and |HV| (≲10%) as well as of EF and |HJ| (≲ 20%). The replen-
ishment of the budgets is accomplished within roughly 12 hours,
for E and |HV| possibly even within ∼6 hours. Notably, the me-
dian values of EF indicate a slight increase during large confined
M-class flares (see solid curve in Fig. 13f), while the mean val-
ues (dashed curve) indicate a slight decrease (consistent with the
expectation that free energy is released during flares). The appar-
ently inconsistent trend of the flare-related median values of EF
are rooted in the stronger effect of increases of E (and hence ap-
parent increases of EF) in 2 (SOL2012-07-04T09:47M5.3 and
SOL2012-07-05T11:39M6.1) out of the 8 analyzed confined
flares. The (free) energy increases in those 2 flares were rooted
in flux emergence in the host AR (NOAA 11515; see, e.g., Li
et al. (2019)). For completeness we note that smaller eruptive
flares (GOES classes M1 to M4; not shown explicitly) have only
little impact on the overall coronal budgets, with the replenish-
ment being accomplished in practically no time. The validity of
this finding is limited, however, as changes of the free energy and
helicity budget associated to small M-class flares are often found
in the range of the overall uncertainty of the underlying quanti-
ties (tested in, e.g., Thalmann et al. (2019b) and Thalmann et al.
(2022)) and/or are found smaller than their characteristic varia-
tions in the absence of major flaring (see Sect. 3.1.2 for a detailed
analysis).

4. Extended Discussion

Our high-quality coronal magnetic field modeling allows us to
cover the coronal evolution around 231 solar flares which al-
lowed us to investigate particular aspects, including (1) the long-
term preflare time evolution, (2) the immediate preflare con-
ditions, (3) flare-related changes, and (4) the postflare evolu-
tion of the coronal conditions. In order to address (1), (4), and
partially (3), we synthesized information from selected major
flare events using superposed epoch analysis (SEA; Chree 1913).
More specifically, the time series of selected quantities within
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(a)

(c)

(e)

(g)
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Fig. 13. Average time evolution of selected quantities computed from the normalized (with respect to the respective preflare maximum values)
superposed epoch data of event sample S X1+ (only X-class flares; left column) and for large M-class flares (GOES class M5 to M9; right column),
separately for the subsets of confined (blue) and eruptive (red) flares. Numbers in brackets at the top of the columns indicate the numbers of
confined/eruptive flares within the tested sample. Covered is the time period from −6 hours to +12 hours around the flare start time (black dotted
vertical line). The major-flare-less postflare time period of 12 hours used for selection of qualified events is marked by the gray-shaded area. From
top to bottom in the each column the mean and median values of the total magnetic energy (E), free energy (EF), total unsigned magnetic helicity
(|HV|), and unsigned helicity of the current-carrying field (|HJ|) are shown. Dashed lines represent mean values. Solid lines connecting symbols
represent median values. The shaded regimes are bound by the upper and lower quartiles of the respective distributions. Horizontal lines indicate
a characteristic preflare level.

predefined time windows around the flare start time were ex-
tracted and superposed after synchronization with respect to it.
In order to avoid duplicate signals and misinterpretation of flare-
related impacts we additionally required no major flare to happen
within the studied time intervals. The resulting higher statistical
reliability serves as an improvement to the pioneering study of
Liu et al. (2023). For the analysis of the time evolution of coro-
nal quantities with respect to each other we apply dynamic time
warping (DTW; e.g., Keogh & Pazzani 2001) to the superposed
epoch data. In order to address (2), physical quantities were com-
puted from the preflare NLFF models and analyzed, also com-
pared to proxies for the flare ability of ARs often used in litera-
ture such as the flux-R measure and overall active region twist,
as well as the critical height for torus instability. This allowed us
to study measures of the local stability in context with the global
nonpotentiality of solar ARs, the latter approximated via the FV
relative helicity. For addressing (3), mean values were computed
from one-hour preflare and postflare time intervals and subse-
quently compared.

In the following, we list our most notable results regarding
the topical distinction defined above and discuss them with re-
spect to literature. The different flare samples used to address the
individual aspects are summarized in Table 3.

4.1. Long-term preflare evolution

Over longer timescales – during the 48 hours preceding major
flares – the overall time evolution of the total energy and helicity
is not distinctly different prior to confined or eruptive flaring (see
Fig. 5b and 5d, respectively), in support of an earlier study by
Liu et al. (2023). Confined flares, however, originate from ARs
with larger unsigned photospheric fluxes (Fig. 5a), and thus are
associated to larger total energy and helicity budgets.

The unsigned change rates of the coronal energy and helic-
ity budgets prior to eruptive and confined flaring exhibit simi-
lar magnitudes, yet are somewhat larger prior to confined flaring
(Fig. 6). On overall, the coronal change rates are about 100 times
larger than the respective contributions from photospheric fluxes
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estimated in earlier works (e.g., Liu et al. 2014; Park et al. 2020).
Noteworthy, the change rates do not support a scenario of stag-
nation of the coronal helicity content prior to major flaring.

During the 24 hours leading to a major flare, the unsigned
magnetic flux and the total magnetic energy evolve most similar
with respect to each other, irrespective of the type of upcoming
flaring (Table 1). In principle, this supports that flux emergence
is the most prominent driver of the coronal energy storage (see
also, e.g., Sun et al. 2012). We also find that there are depen-
dencies on the type of upcoming flaring. For instance, prior to
eruptive flares, |HJ| evolves more similar with respect to ϕm than
prior to confined flares, while the opposite is true for the rela-
tive time evolution of EF and ϕm. A corresponding interpretation
is challenging and requires more detailed and dedicated studies
that aim to assess the contribution of photospheric drivers such
as emerging or shearing motions to the accumulation of free en-
ergy and helicity over time in the corona above.

Coronal conditions prior to eruptive and confined flaring are
distinctly different regarding the overall levels of specific erup-
tivity proxies (free-to-potential energy ratio, helicity ratio, and
flux-normalized helicity of the current-carrying field; see right
column of Fig. 5), yet do their distributions exhibit a signifi-
cant overlap. Thus, deduced "critical" values indicative of up-
coming eruptive flaring are not to be thought of as universal. In
any case, CME-favorable conditions do not develop just shortly
before eruptive flaring is observed. Instead, they persist over ex-
tended time periods prior to eruptive flaring, possibly up to sev-
eral days. Therefore, the exceeding of suggested critical values
is not an indicator for near-in-time upcoming eruptive flaring.

4.2. Immediate preflare conditions

We find favorable conditions for large flaring as
HV ≳ 1× 1042 Mx2 (Fig. 8a) and EF ≳ 2× 1031 erg (Fig. 8c). Our
analysis of a statistically meaningful number of large flares
231 flares of GOES class M1 or larger) therefore supports
earlier results based on smaller event samples (e.g., Tziotziou
et al. 2012). For comparison, based on the analysis of pho-
tospheric helicity and energy fluxes in newly emerging ARs,
Liokati et al. (2022) suggested thresholds for an AR to become
CME-productive as HV ≳ 9× 1041 Mx2 and E ≳ 2× 1032 erg.

There might exist an upper limit for the nonpotentiality a so-
lar AR can host (Fig. 8a,b). More observations are needed to
substantiate this observed aspect since it stems from the data as-
sociated to a single solar AR (NOAA 12192) which until today
is outstanding regarding the extent it covered on the solar sur-
face (for a dedicated study see, e.g., Chen & Wang 2012) and
the magnetic flux it hosted (for a comparative study see, e.g.,
Sun et al. 2015).

For the majority of major flares (≈94%; and for eruptive
events even ≳ 97%), the preflare helicity is linked to nonpotential
magnetic field which determines the overall structural complex-
ity of the host AR.

We cannot reconcile the suggestion of an earlier work in that
|HJ|/|HV| is of lesser predictive power than |HJ|/ϕ̃

2 (Duan et al.
2023) regarding the flare type. Instead it is clearly contrasted by
our in-depth analysis that both have a similar ability to indicate
the type of upcoming flaring, and when considering only largest
(X-class) flares, |HJ|/|HV| is actually outperforming |HJ|/ϕ̃

2 (Ta-
ble 2 and see also Fig. 9a,b).
To substantiate our findings, we explicitly demonstrate how the
obtained success rate depends on (i) the event sample studied
(and in particular the fraction of X-class flares contained), (ii)
the critical values used which in turn is certainly dependent on

the method used to model the 3D magnetic field (see, e.g., sup-
plementary material of Jarolim et al. 2023), and (iii) the qualifi-
cation of the employed magnetic field modeling for subsequent
helicity computation, based on which we attest our findings a
higher reliability than that of earlier studies (see detailed discus-
sion in Sect. 3.2).

We solidify the suggestion of a pioneering study of Gupta
et al. (2024) – who analyzed a limited set of 10 flares – that local
measures of coronal stability (e.g., hcrit) are much more segre-
gate in terms of flare type than the helicity-related measures of
the global nonpotentiality ("global" in the sense of covering the
active-region corona; see Fig. 9c). Most importantly, a combina-
tion of these proxies is most successful for flare type prediction:
the joint use of hcrit and |HJ|/|HV| (or |HJ|/ϕ̃

2) raises the success
rate of flare type prediction in major flares from ≲70% to over
90%.

The overall photospheric twist, αtot, often used as an easy
to compute proxy of the coronal helicity) is only moderately in-
dicative for the amount of helicity present in the preflare corona
(Pearson correlation ≲ 0.8). It is a slightly better proxy of the
nonpotentiality than the total helicity. In addition, one likely
guesses the sign of the helicity in the preflare corona wrong in at
least 10% (considering major flares only; see Fig. 10a). A flux-
normalized measure of the flux-R proxy (indicative of upcoming
major flaring; originally introduced by Schrijver (2007)) we find
as nonindicative of the type of upcoming major flaring and es-
sentially uncorrelated with the preflare helicity-related proxies
(Fig. 10c,d).

4.3. Flare-related changes

We provide observation-based model support for several aspects
regarding the impact of major flares onto the coronal energy and
helicity budgets of solar ARs (top panels in Fig. 11). First, the
approximate conservation of HV during magnetic reconnection.
Second, this is also true even when there is a significant dissipa-
tion of magnetic energy. Third, flare-associated CMEs efficiently
reduce the magnetic complexity of the corona (≳ 10% when ex-
pressed in terms of the preflare total helicity). Fourth, energy
is dissipated more efficiently during eruptive flares (≳ 10% vs.
∼5% during confined flares).

Although most strongly modified due to eruptivity, the com-
plexity of the current-carrying field is also considerably altered
in the course of confined flaring (≈10% with respect to the pre-
flare level). This might partly be explained by helicity transfer to
the volume-threading part (Linan et al. 2018).

In nearly 80% of the major flares more than 20% of the pre-
flare content of EF and HV are simultaneously released, and the
reductions being at least a factor of ten larger than characteristic
time variations in the absence of major flaring. For smaller erup-
tive flares (GOES classes M1 to M4; bottom panels in Fig.11)
we find eruptive-flare related reductions in ≈ 60% of the events
at most, and exceeding the magnitude of characteristic time vari-
ations (in the absence of major flaring) in only about 40%. As a
consequence, we suggest to question critically model-based as-
sessments of flare-related changes for small flares.

Characteristic flare-related changes to the total energy and
helicity due to the occurrence of X-class flares amount to ≲15%
of the preflare content. In comparison, characteristic flare-related
changes of the free energy and helicity of the current-carrying
field are more pronounced (≈ 20% to 30%). Despite the remain-
ing budgets being large enough to actually fuel further major
flares, the occurrence of eruptive X-class flares certainly repre-
sents a strong conditioning of the solar corona.
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4.4. Postflare evolution

The coronal energy and helicity budgets hardly return to near-
preflare levels within ∼12 hours, on average, after eruptive X-
class flares (left column in Fig. 13). We may now assume that
the replenishment time serves as an indicator for the time re-
quired to (re)build a coronal configuration of sufficient magnetic
complexity to produce an eruptive X-class flare (independently
of the preflare configuration and, in our case, also in the ab-
sence of other major flaring). Then, we may have found a partial
constraint to the ability of an AR to produce multiple eruptive
X-class flares within a few hours. We identified only a single
case in solar cycle 24 when this happened, namely the three X-
class flares (of which two were eruptive) that originated from
NOAA 10808 within a time window of ∼2.5 hours (e.g., Liu
et al. 2009).

Large eruptive M-class flares (GOES classes M5 to M9)
affect the coronal budgets less strong with the replenishment
of both energy and helicity budgets being accomplished within
roughly 6 to 12 hours (right column of Fig. 13).

Smaller eruptive M-class flares (GOES classes M1 to M4)
have only little impact on the coronal budgets, with the replen-
ishment being accomplished in practically no time. This may be
partly attributed to the limitations of NLFF modeling (for an in-
depth discussion see Sect. 3.3).

5. Summary and conclusions

We present an in-depth study of statistical aspects related to the
time evolution of coronal quantities in association to large so-
lar flaring (GOES class M1 or larger) and in particular to the
type of flaring (confined or eruptive). We were interested in the
coronal budgets of (free) magnetic energies and relative helici-
ties of the total and nonpotential (current-carrying) field, as well
as associated eruptivity proxies (relative measures) including the
free-to-potential energy ratio, helicity ratio, as well as the flux-
normalized helicities. In order to retrieve these quantities, we an-
alyzed data-constrained NLFF model time series for 36 different
solar ARs, where we chose optimization-based NLFF modeling
as a tool and performed subsequent finite-volume relative helic-
ity computation (cf., Sect. 2.2). For each of the employed NLFF
models the realism as well as the numerical qualification for
helicity computation is explicitly tested and demonstrated (cf.,
Sect. 2.2). This is an important aspect for the validation of sta-
tistical studies like this, but is often left out or is not included in
a suitable way (e.g., Duan et al. 2023; Wang et al. 2023).

The high-quality modeling allowed us to cover the coronal
evolution around 231 solar flares in order to investigate particu-
lar aspects, including (1) the long-term preflare time evolution,
(2) the immediate preflare conditions, (3) flare-related changes,
and (4) the postflare evolution. In order to address (1), (4), and
partially (3), we synthesized information from selected major
flare events using superposed epoch analysis (Chree 1913) with
a higher statistical reliability compared to the pioneering study
of Liu et al. (2023). For the analysis of the relative time evo-
lution of coronal quantities, we applied dynamic time warping
(e.g., Keogh & Pazzani 2001) to the superposed epoch data.

In summary, the study presented here provides detailed in-
sights into the long-term evolution of the solar corona and its
conditioning due to the occurrence of large flares. First, our study
of the coronal conditions during the 48 hours prior to major
flaring revealed that the flare type is possibly indicated by the
more or less pronounced similarity of the time evolution of spe-
cific photospheric and coronal quantities. For instance, during

the 24 hours leading to a major confined flare, the free energy
evolves more similar with respect to the unsigned photospheric
flux than the helicity of the current-carrying field, while it is
the opposite prior to eruptive flares. We also found that CME-
favorable conditions, when quantified via energy- and helicity-
related eruptivity proxies, persist over extended time periods
prior to eruptive major flaring. Therefore, the exceeding of re-
lated "critical values" may be used as an indicator for near-in-
time upcoming eruptive flaring only with limited success. Sec-
ond, based on our analysis of immediate preflare coronal condi-
tions, we present evidence that the success in predicting the type
of an upcoming major flare (i.e., whether or not it produces a
CME) depends on the combination of different proxies, both, re-
garding the local stability of a preeruptive structure as well as the
nonpotentiality of the host AR. When using the critical height
for torus instability and the normalized helicity of the current-
carrying field as respective measures, the success rate of flare
type prediction in major flares is more than 90%. Third, from the
analysis of flare-related changes we find the budgets of free en-
ergy and helicity of the current-carrying field to be significantly
affected, which certainly represents a strong conditioning of the
solar corona. Forth, our study of the coronal conditions during
the 12 hours after the occurrence of eruptive X-class flaring re-
vealed that a time window of more than approximately 12 hours
is required to replenish the coronal energy and helicity budgets.
Assuming that such a time frame reflects the time generally re-
quired to build up a coronal configuration capable of fueling an
eruptive X-class flare, our findings may serve as a partial expla-
nation to the relative paucity of repeated eruptive X-class flaring
from the same source AR.
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Table A1. List of large flares used in this work, including relevant information that supports the assigned flare type.

No. Flare identifier Flare NOAA Flare CME-properties3 EUV Comments
(start time) position1 number1 type tfirst,C2 (PA; t0,linear/t0,quadratic) Speed (km s−1) signatures4

1. SOL2011-02-13T17:28M6.6 S20E04 11158 Eb,c 18:36 (359; 17:53/16:10) 373 + ID 5 in Fig. 7
2. SOL2011-02-14T17:26M2.2 S20W042 11158 E(h) 18:24 (HALO; 17:18/17:08) 326 +

3. SOL2011-02-15T01:44X2.2 S20W10 11158 Ea,b,c 02:24 (HALO; 01:49/02:04) 669 + ID 6 in Fig. 7
4. SOL2011-02-16T01:32M1.0 S20W242 11158 C × × −

5. SOL2011-02-16T07:35M1.1 S20W30 11158 Cc × × −

6. SOL2011-02-16T14:19M1.6 S20W32 11158 E, Cc × × +

7. SOL2011-03-07T13:45M1.7 N11E27 11166 Ec 14:48 (354; 14:06/14:15) 689 +

8. SOL2011-03-09T10:35M1.7 N11W01 11166 Ec 12:12 (238; 11:04/10:19) 315 +

9. SOL2011-03-09T13:17M1.7 N09W06 11166 Cc × × −

10. SOL2011-03-09T23:13X1.5 N08W09 11166 Ca,b,c × × − ID 7 in Fig. 7
11. SOL2011-03-10T22:34M1.1 N08W252 11166 C × × −

12. SOL2011-07-30T02:04M9.3 N14E35 11261 Cb × × − ID 8 in Fig. 7
13. SOL2011-08-02T05:19M1.4 N16W08 11261 Ec 06:36 (288; 05:57/06:12) 712 +

14. SOL2011-08-03T03:08M1.1 N17W24 11261 Cc × × −

15. SOL2011-08-03T13:17M6.0 N16W30 11261 Eb,c 14:00 (HALO; 13:06/13:22) 610 + ID 9 in Fig. 7
16. SOL2011-08-04T03:41M9.3 N19W36 11261 Eb,c 04:12 (HALO; 03:39/03:47) 1315 +

17. SOL2011-09-06T01:35M5.3 N14W07 11283 Eb,c 02:14 (HALO; 02:00/01:04) 782 + ID 10 in Fig. 7
18. SOL2011-09-06T22:12X2.1 N14W18 11283 Ea,b,c 23:05 (HALO; 21:58/21:55) 575 +

19. SOL2011-09-07T22:32X1.8 N14W28 11283 Ea,b,c 23:05 (290; 22:34/22:35) 792 + ID 11 in Fig. 7
20. SOL2011-09-08T15:32M6.7 N14W40 11283 Eb , Cc 16:36 (317; 15:11/13:47) 214 +

21. SOL2011-09-25T15:26M3.7 N16E43 11302 Ec 16:00 (107; 15:07/15:23) 676 +

22. SOL2011-09-25T16:51M2.2 N12E412 11302 C × × −

23. SOL2011-09-26T05:06M4.0 N13E34 11302 C × × −

24. SOL2011-09-26T14:37M2.6 N14E30 11302 Ec 15:12 (86; 14:03/13:19) 240 +

25. SOL2011-09-30T18:55M1.0 N08E06 11305 Ec 20:00 (77; 19:13/18:05) 337 +

26. SOL2011-10-01T08:56M1.2 N10W06 11305 Ec 09:36 (317; 08:36/08:45) 448 +

27. SOL2011-10-02T00:37M3.9 N09W12 11305 Ec 02:00 (167; 00:42/00:40) 259 +

28. SOL2011-11-05T20:31M1.8 N21E34 11339 Cc × × −

29. SOL2011-11-06T00:46M1.2 N21E35 11339 Cc × × −

30. SOL2011-11-06T06:14M1.4 N21E31 11339 Cc × × −

31. SOL2012-03-06T00:22M1.3 N16E41 11429 Cc × × −

32. SOL2012-03-06T01:36M1.2 N17E41 11429 Cc × × −

33. SOL2012-03-06T04:01M1.0 N16E39 11429 E, Cc 04:48 (32; 05:01/03:49) 536 +

34. SOL2012-03-06T07:52M1.0 N17E41 11429 Ec 08:12 (34; 07:45/07:38) 599 +

35. SOL2012-03-06T12:23M2.1 N18E36 11429 Cc × × −

36. SOL2012-03-06T21:04M1.3 N16E302 11429 C × × −

37. SOL2012-03-06T22:49M1.0 N17E35 11429 Cc × × −

38. SOL2012-03-07T00:02X5.4 N17E31 11429 Ea,b,c 00:24 (HALO; 00:16/00:18) 2684 + ID 12 in Fig. 7
39. SOL2012-03-07T01:05X1.3 N17E20 11429 Ea,b,c 01:30 (HALO; 00:56/01:04) 1825 +

40. SOL2012-03-09T03:22M6.3 N15W03 11429 Eb,c 04:26 (HALO; 03:43/03:50) 950 + ID 13 in Fig. 7
41. SOL2012-03-10T17:15M8.4 N17W24 11429 Eb 18:00 (HALO; 17:35/17:37) 1296 + ID 14 in Fig. 7
42. SOL2012-05-09T12:21M4.7 N13E31 11476 Cc × × −

43. SOL2012-05-09T14:02M1.8 N06E22 11476 Cc × × −

44. SOL2012-05-09T21:01M4.1 N11E25 11476 Ec × × +

45. SOL2012-05-10T04:11M5.7 N13E22 11476 Cc × × − ID 15 in Fig. 7
46. SOL2012-05-10T20:20M1.7 N10E12 11476 Cc × × −

47. SOL2012-06-30T12:48M1.0 N17E21 11513 C × × −

48. SOL2012-06-30T18:26M1.6 N17E20 11513 E 18:48 (68; 17:38/17:03) 247 +

49. SOL2012-07-01T19:11M2.8 N14E04 11513 C × × −

50. SOL2012-07-02T00:26M1.1 N15E01 11513 C × × −

51. SOL2012-07-04T16:33M1.8 N14W34 11513 E 17:24 (HALO; 16:50/16:57) 662 +

52. SOL2012-07-02T10:34M5.6 S17E01 11515 Eb,c 11:24 (174; 09:56/10:22) 313 + ID 16 in Fig. 7
53. SOL2012-07-02T19:59M3.8 S17W01 11515 Ec 20:24 (185; 19:14/19:51) 527 +

54. SOL2012-07-02T23:49M2.0 S16W02 11515 Ec +00:48 (195; +00:34/23:12) 400 +

55. SOL2012-07-04T04:28M2.3 S17W18 11515 Ec 05:12 (209; 04:27/04:00) 381 −

56. SOL2012-07-04T09:47M5.3 S20W18 11515 C, Ec × × − ID 17 in Fig. 7
57. SOL2012-07-04T12:07M2.3 S16W18 11515 Ec 12:48 (203; 11:14/11:50) 290 +

58. SOL2012-07-04T14:35M1.3 S18W18 11515 C; Ec × × −

59. SOL2012-07-04T22:03M4.6 S16W23 11515 Ec 22:36 (195; 21:38/21:57) 556 +

60. SOL2012-07-04T23:47M1.3 S16W21 11515 Cc × × −

61. SOL2012-07-05T01:05M2.4 S18W26 11515 Cc × × −

62. SOL2012-07-05T02:35M2.2 S17W23 11515 Cc × × ×

63. SOL2012-07-05T03:25M4.7 S17W23 11515 Cc × × −

64. SOL2012-07-05T06:49M1.1 S18W39 11515 Ec 08:00 (320; 06:59/06:34) 329 +

65. SOL2012-07-05T10:44M1.8 S19W30 11515 Cc × × −

66. SOL2012-07-05T11:39M6.1 S22W32 11515 Cc × × − ID 18 in Fig. 7
67. SOL2012-07-05T13:05M1.2 S16W43 11515 Ec 13:24 (219; 12:50/12:48) 741 +

68. SOL2012-07-05T20:09M1.6 S17W35 11515 C; Ec × × −

69. SOL2012-07-06T01:37M2.9 S18W41 11515 Cc × × −

70. SOL2012-07-06T02:44M1.0 S17W40 11515 Ec 03:12 (228; 02:24/02:44) 1059 ×

71. SOL2012-07-09T23:03M1.1 S15E43 11520 Cc × × −

72. SOL2012-07-10T04:58M1.7 S17E33 11520 Cc × × −

73. SOL2012-07-10T06:05M2.0 S17E30 11520 Cc × × −

74. SOL2012-07-12T15:37X1.4 S15W01 11520 Ea,b,c 16:24 (228; 15:56/16:02) 843 − ID 19 in Fig. 7
75. SOL2012-11-20T19:21M1.6 N07E15 11618 Ec × × +

76. SOL2012-11-21T06:45M1.4 N06E10 11618 Ec 08:37 (63; 08:03/07:35) 410 +

77. SOL2012-11-21T15:10M3.5 N08E14 11618 Ec 16:00 (HALO; 14:55/15:13) 529
78. SOL2013-04-11T06:55M6.5 N09E12 11719 Ec 07:24 (HALO; 06:50/06:55) 861 + ID 20 in Fig. 7
79. SOL2013-05-17T08:43M3.2 N10E35 11748 Ec 09:12 (HALO; 08:46/08:47) 1345 +

80. SOL2013-10-13T00:12M1.7 S22E17 11865 Ec 01:25 (146; 00:33/00:42) 478 +

81. SOL2013-10-15T08:26M1.8 S22W13 11865 Ec 09:36 (196; 08:08/08:38) 223 +

82. SOL2013-10-22T00:14M1.0 N06E17 11875 Cc × × −
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Table A1. continued.

No. Flare identifier Flare NOAA Flare CME-properties3 EUV Comments
(start time) position1 number1 type tfirst,C2 (PA; t0,linear/t0,quadratic) Speed (km s−1) signatures4

83. SOL2013-10-22T14:49M1.0 N07E07 11875 E, Cc 15:24 (82; 14:32/14:46) 351 −

84. SOL2013-10-22T21:15M4.2 N04W01 11875 Ec 21:48 (278; 21:09/21:14) 589 +

85. SOL2013-10-23T20:41M2.7 N07W04 11875 Cc × × −

86. SOL2013-10-23T23:33M1.4 N07W07 11875 Cc × × −

87. SOL2013-10-23T23:58M3.1 N08W11 11875 Cc × × −

88. SOL2013-10-24T09:59M2.5 N06W14 11875 Cc × × −

89. SOL2013-10-24T10:30M3.5 N06W12 11875 C × × −

90. SOL2013-11-05T22:07X3.3 S12E44 11890 Ec 22:26 (160; 21:36/21:48) 562 + ID 21 in Fig. 7
91. SOL2013-11-06T13:39M3.8 S11E36 11890 Ec 14:24 (147; 13:23/13:40) 347 +

92. SOL2013-11-07T03:34M2.3 S14E28 11890 Ec 04:24 (177; 03:37/03:46) 373 +

93. SOL2013-11-07T14:15M2.4 S13E23 11890 Ec 15:12 (HALO; 14:00/14:12) 411 +

94. SOL2013-11-08T04:20X1.1 S12E13 11890 Ea,b,c 03:24 (HALO; 03:23/02:34) 497 + ID 22 in Fig. 7
95. SOL2013-11-10T05:08X1.1 S14W13 11890 Ea,b,c 05:36 (220; 04:55/05:15) 682 + ID 23 in Fig. 7
96. SOL2013-12-29T07:49M3.1 S16W01 11936 C, Ec × × −

97. SOL2013-12-31T21:45M6.4 S15W36 11936 Ec 22:36 (237; 12:25/12:01) 271 + ID 24 in Fig. 7
98. SOL2014-01-31T15:32M1.1 N09E36 11968 Ec 16:24 (8; 15:34/15:52) 462 +

99. SOL2014-02-02T06:24M2.6 N12E18 11968 Ec 06:48 (94; 05:32/05:29) 230 +

100. SOL2014-02-02T14:01M1.3 N12E18 11968 Ec × × +

101. SOL2014-02-02T16:24M1.0 N10E05 11968 Cc × × −

102. SOL2014-02-01T01:19M1.0 S11E26 11967 Cc × × −

103. SOL2014-02-01T07:14M3.0 S11E23 11967 Cc × × −

104. SOL2014-02-02T07:17M2.2 S10E14 11967 Cc × × −

105. SOL2014-02-02T09:24M4.4 S11E13 11967 Cc × × −

106. SOL2014-02-02T18:05M3.1 S13E05 11967 Cc × × −

107. SOL2014-02-02T21:24M1.3 S13E05 11967 Cc 23:48 (120; 22:22/22:35) 199 −

108. SOL2014-02-04T01:16M3.8 S13W14 11967 Cc × × −

109. SOL2014-02-04T03:57M5.2 S14W06 11967 Cc × × − ID 25 in Fig. 7
110. SOL2014-02-04T09:38M1.4 S13W12 11967 Cc × × −

111. SOL2014-02-04T15:25M1.5 S12W12 11967 Ec 16:36 (250; 15:30/15:40) 368 +

112. SOL2014-02-11T03:22M1.7 S12E17 11974 Ec × × +

113. SOL2014-02-11T16:34M1.8 S13E12 11974 Ec × × +

114. SOL2014-02-12T03:52M3.7 S12W02 11974 Ec × × +

115. SOL2014-02-12T06:54M2.3 S12E01 11974 Ec 08:12 (136; 08:59/06:59) 274 −

116. SOL2014-02-13T01:32M1.8 S12W12 11974 Cc × × −

117. SOL2014-02-13T02:41M1.0 S12W12 11974 Ec × × −

118. SOL2014-02-13T05:49M1.7 S12W12 11974 Cc × × −

119. SOL2014-02-13T08:05M1.0 S12W13 11974 Cc × × −

120. SOL2014-02-13T15:45M1.4 S12W29 11974 Ec 16:36 (205; 15:31/15:57) 502 −

121. SOL2014-02-14T02:40M2.3 S12W25 11974 Ec × × +

122. SOL2014-02-14T12:29M1.6 S15W36 11974 Ec × × +

123. SOL2014-02-14T13:21M1.1 S12W30 11974 Cc × × −

124. SOL2014-02-14T16:33M1.0 S12W32 11974 Ec 17:24 (252; 16:24/16:21) 283 +

125. SOL2014-03-28T19:04M2.0 N11W21 12017 Ec × ×

126. SOL2014-03-28T23:44M2.6 N10W22 12017 Ec 23:48 (325; 22:55/23:06) 514 +

127. SOL2014-03-29T17:35X1.0 N10W32 12017 Ea,b,c 18:12 (HALO; 17:12/17:27) 528 + ID 1 in Fig. 7
128. SOL2014-03-30T11:48M2.1 N08W43 12017 Ec 12:14 (291; 11:28/11:37) 487 +

129. SOL2014-04-18T12:31M7.3 S20W34 12036 Ec 13:25 (HALO; 12:43/12:38) 1203 + ID 2 in Fig. 7
130. SOL2014-06-13T07:49M2.6 S18E40 12087 Ec 08:24 (127; 07:17/07:33) 370 +

131. SOL2014-06-15T23:50M1.0 S22E07 12087 Ec +01:00 (228; +00:03/23:50) 347 +

132. SOL2014-09-08T23:12M4.6 N14E31 12158 E 00:06 (HALO; 23:45/23:49) 920 +

133. SOL2014-09-10T17:21X1.6 N11E05 12158 E 18:00 (HALO; 17:27/17:37) 1267 + ID 26 in Fig. 7
134. SOL2014-10-20T16:00M4.5 S14E37 12192 Cc × × −

135. SOL2014-10-20T18:55M1.4 S13E43 12192 Cc × × −

136. SOL2014-10-20T19:53M1.7 S13E43 12192 Cc × × −

137. SOL2014-10-20T22:43M1.2 S14E36 12192 Cc × × −

138. SOL2014-10-21T13:35M1.2 S14E352 12192 C × × −

139. SOL2014-10-22T01:06M8.7 S12E21 12192 Cb,c × × − ID 27 in Fig. 7
140. SOL2014-10-22T05:11M2.7 S14E19 12192 Cc × × −

141. SOL2014-10-22T14:02X1.6 S14E13 12192 Ca,b,c × × −

142. SOL2014-10-23T09:44M1.1 S16E03 12192 Cc × × −

143. SOL2014-10-24T07:37M4.0 S19W06 12192 Ec 08:00 (215; 07:28/07:40) 677 +

144. SOL2014-10-24T21:07X3.1 S22W21 12192 Ca,b,c × × − ID 28 in Fig. 7
145. SOL2014-10-25T16:55X1.0 S10W22 12192 Ca,b,c × × −

146. SOL2014-10-26T10:04X2.0 S14W37 12192 Ca,b,c × × −

147. SOL2014-10-26T17:08M1.0 S16W36 12192 Cc × × −

148. SOL2014-10-26T18:07M4.2 S16W34 12192 Cc × × −

149. SOL2014-10-26T18:43M1.9 S16W38 12192 Cc × × −

150. SOL2014-10-26T19:59M2.4 S16W40 12192 Cc × × −

151. SOL2014-10-27T00:06M7.1 S14W44 12192 Cc × × −

152. SOL2014-10-27T01:44M1.0 S13W45 12192 Cc × × −

153. SOL2014-11-07T16:53X1.6 N17E40 12205 Ea,b,c 17:12 (79; 16:28/16:49) 469 +

154. SOL2014-11-09T15:24M2.3 N18E14 12205 Ec 16:24 (307; 15:36/14:57) 388 +

155. SOL2014-12-01T06:26M1.8 S21E17 12222 Cc × × −

156. SOL2014-12-04T08:00M1.3 S24W27 12222 Cc × × −

157. SOL2014-12-04T18:05M6.1 S20W31 12222 Cb × × − ID 29 in Fig. 7
158. SOL2014-12-04T19:38M1.3 S20W32 12222 Cc × × −

159. SOL2014-12-05T11:33M1.5 S19W37 12222 Cc × × −

160. SOL2014-12-14T19:25M1.6 S19E44 12242 Ec 19:48 (126; 19:05/19:10) 626 +

161. SOL2014-12-17T00:57M1.5 S25E10 12242 Cc × × +

162. SOL2014-12-17T04:25M8.7 S18E08 12242 Eb,c 05:00 (HALO; 04:01/04:06) 587 + ID 3 in Fig. 7
163. SOL2014-12-19T09:31M1.3 S19W27 12242 Cc × × +

164. SOL2014-12-20T00:11X1.8 S19W29 12242 Eb,c 01:25 (216; 00:13/00:25) 830 + ID 4 in Fig. 7
165. SOL2014-12-17T01:41M1.1 S11E33 12241 Ec 02:00 (107; 01:36/01:22) 869 +

Article number, page 21 of 22

f:lasco
f:ssle
f:ssle
f:sde
f:hfc


A&A proofs: manuscript no. main

Table A1. continued.

No. Flare identifier Flare NOAA Flare CME-properties3 EUV Comments
(start time) position1 number1 type tfirst,C2 (PA; t0,linear/t0,quadratic) Speed (km s−1) signatures4

166. SOL2014-12-17T18:54M1.4 S10E24 12241 Cc × × −

167. SOL2014-12-18T21:41M6.9 S15E08 12241 Ec +01:04 (HALO; 22:02/22:48) 1195 + ID 30 in Fig. 7
168. SOL2014-12-21T11:24M1.0 S11W21 12241 Ec 12:12 (HALO; 11:34/11:41) 669 +

169. SOL2015-01-26T16:46M1.1 S10E25 12268 Cc × × −

170. SOL2015-01-28T04:21M1.4 S09E09 12268 Cc 06:36 (110; 05:35/04:49) 321 −

171. SOL2015-01-29T11:32M2.1 S12W06 12268 Cc × × −

172. SOL2015-01-30T00:32M2.0 S10W17 12268 Cc × × −

173. SOL2015-01-30T05:29M1.7 S10W17 12268 Cc × × −

174. SOL2015-03-10T03:19M5.1 S15E39 12297 Eb 03:36 (HALO; 03:01/03:11) 1040 +

175. SOL2015-03-10T23:46M2.9 S16E28 12297 Ec +00:24 (81; 23:48/23:51) 702 +

176. SOL2015-03-11T07:10M1.8 S16E262 12297 C × × −

177. SOL2015-03-11T07:51M2.6 S15E232 12297 C × × −

178. SOL2015-03-11T16:11X2.1 S12E22 12297 Ec , Cb 17:00 (73; 14:48/16:02) 240 + ID 31 in Fig. 7
179. SOL2015-03-11T18:37M1.0 S16E18 12297 C; Ec × × −

180. SOL2015-03-12T04:41M3.2 S16E14 12297 C, Ec × × −

181. SOL2015-03-12T11:38M1.6 S16E14 12297 Cc × × −

182. SOL2015-03-12T12:09M1.4 S16E06 12297 E, Cc × × +

183. SOL2015-03-12T13:50M4.2 S15E06 12297 Cc × × −

184. SOL2015-03-12T21:44M2.7 S16E04 12297 E, Cc × × +

185. SOL2015-03-13T03:47M1.2 S17E032 12297 C × × −

186. SOL2015-03-13T05:49M1.8 S14W022 12297 C × × −

187. SOL2015-03-14T04:23M1.3 S17W13 12297 Cc × × −

188. SOL2015-03-15T09:36M1.0 S17W25 12297 Cc × × −

189. SOL2015-06-20T06:28M1.0 N13E27 12371 Eb,c 07:36 (120; 06:51/07:04) 435 +

190. SOL2015-06-21T01:02M2.0 N12E13 12371 Eb,c × × +

191. SOL2015-06-21T02:06M2.6 N13E14 12371 Eb,c 02:36 (HALO; 02:15/02:10) 1366 +

192. SOL2015-06-22T17:39M6.5 N13W06 12371 Eb,c 18:36 (HALO; 17:58/18:06) 1209 + ID 32 in Fig. 7
193. SOL2015-06-25T08:02M7.9 N12W40 12371 Eb,c 08:36 (HALO; 08:17/08:21) 1627 + ID 33 in Fig. 7
194. SOL2015-08-21T01:56M1.2 S16E39 12403 Cc × × −

195. SOL2015-08-21T09:34M1.4 S17E26 12403 Ec 10:12 (131; 09:19/09:05) 555 +

196. SOL2015-08-21T19:10M1.1 S12E26 12403 Ec × × −

197. SOL2015-08-22T06:39M1.2 S14E23 12403 Ec 07:12 (HALO; 06:18/06:35) 547 +

198. SOL2015-08-22T13:17M2.2 S15E19 12403 C × × −

199. SOL2015-08-22T21:19M3.5 S15E15 12403 Cc × × −

200. SOL2015-08-24T07:26M5.6 S14E00 12403 Eb,c 08:48 (251; 07:30/07:45) 272 − ID 34 in Fig. 7
201. SOL2015-08-24T17:40M1.0 S15W04 12403 Cc × × −

202. SOL2015-09-27T10:20M1.9 S20W03 12422 Cc × × −

203. SOL2015-09-27T20:54M1.0 S21W16 12422 Cc × × −

204. SOL2015-09-28T07:27M1.1 S22W20 12422 Cc × × −

205. SOL2015-09-28T13:01M1.1 S20W16 12422 Cc × × −

206. SOL2015-09-28T14:53M7.6 S20W28 12422 Cb,c × × − ID 35 in Fig. 7
207. SOL2015-09-29T03:41M1.1 S20W36 12422 Cc × × −

208. SOL2015-09-29T05:05M2.9 S21W37 12422 Cc × × −

209. SOL2015-09-29T05:53M1.0 S20W30 12422 Cc × × −

210. SOL2015-09-29T06:39M1.4 S12W34 12422 Cc × × −

211. SOL2015-09-29T11:09M1.6 S21W27 12422 Cc × × −

212. SOL2017-09-04T05:36M1.2 S10W04 12673 C, Ec 07:00 (356; 05:21/06:00) 188 −

213. SOL2017-09-04T15:11M1.5 S10W08 12673 Cc × × −

214. SOL2017-09-04T18:05M1.0 S07W11 12673 Ec 19:00 (233; 18:35/18:11) 597 +

215. SOL2017-09-04T18:46M1.7 S09W11 12673 Ec 19:00 (233; 18:35/18:11) 597 +

216. SOL2017-09-04T19:59M1.5 S10W11 12673 Cc × × −

217. SOL2017-09-04T20:28M5.5 S10W11 12673 Ec 20:36 (HALO; 20:21/20:14) 418 + ID 36 in Fig. 7
218. SOL2017-09-04T22:10M2.1 S09W12 12673 Ec × × −

219. SOL2017-09-05T01:03M4.2 S09W14 12673 Cc × × −

220. SOL2017-09-05T03:42M1.0 S09W15 12673 Cc × × −

221. SOL2017-09-05T04:33M3.2 S11W18 12673 Cc × × −

222. SOL2017-09-05T17:37M2.3 S10W23 12673 Ec 17:36 (216; 17:15/17:10) 474 −

223. SOL2017-09-06T08:57X2.2 S08W32 12673 Cc × × − ID 37 in Fig. 7
224. SOL2017-09-06T11:53X9.3 S09W34 12673 Ec 12:24 (HALO; 12:01/12:01) 1571 +

225. SOL2017-09-06T15:51M2.5 S08W36 12673 Ec × × −

226. SOL2017-09-06T19:21M1.4 S08W38 12673 Cc × × −

227. SOL2017-09-06T23:33M1.2 S08W40 12673 Cc × × −

228. SOL2017-09-07T04:59M2.4 S07W452 12673 C × × −

229. SOL2017-09-07T09:49M1.4 S08W472 12673 C × × −

230. SOL2017-09-07T10:11M7.3 S07W462 12673 E 10:24 (254; 09:44/09:52) 470 +

231. SOL2017-09-07T14:20X1.3 S11W492 12673 E 15:12 (254; 13:52/14:31) 433 −

Notes. Flare-AR associations have been established using the (1) SolarSoft Latest Events and/or the (2) Hinode flare catalog (explicitly indicated).
Major flares (GOES class M5 or larger) are highlighted by a bold face flare identifier. For clarification of flare type (confined "C", or eruptive "E")
the (3) SOHO/LASCO CME catalog has been used, subject to the requirement that the position angle (PA) of a possibly associated CME has to
be consistent with the respective flare position and that the linearly extrapolated CME onset time (t0,linear) is within a time window of ±60 minutes
around the GOES flare start time. In addition, based on the assumption of an expanding EUV wave/dimming (denoted by a "+" in the former last
column) being indicative of a CME’s occurrence, the (4) Solar Demon EUV wave and dimming detections were scanned. For consistency checks,
the listings of (a) Harra et al. (2016), (b) Baumgartner et al. (2018), (c) Li et al. (2020) were used. Partially contradictory indicators are highlighted
in gray color.
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